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Abstract

Dominance constraints are logical tree descriptions originating from automata theory that have multiple applications in computational linguistics. The satisfiability problem of dominance constraints is NP-complete. In most applications, however, only normal dominance constraints are used. The satisfiability problem of normal dominance constraints can be reduced in linear time to the configuration problem of dominance graphs, as shown recently. In this paper, we give a polynomial time algorithm testing configurability of dominance graphs (and thus satisfiability of normal dominance constraints). Previous to our work no polynomial time algorithms were known.

1 Introduction

The dominance relation of a tree is the ancestor relation between its nodes. Dominance constraints are logical descriptions of trees talking about the dominance relation. Dominance based tree descriptions were first used in automata theory in the sixties [TW67] and rediscovered in computational linguistics in the early eighties [MHP83]. Since then, they have found numerous applications: they have been used for grammar formalisms [VS92, RVS95], in semantics [Mus95, ENRX98], and for discourse analysis [GW98].

The satisfiability problem of dominance constraints is NP-complete [KNT98]. Earlier attempts at processing dominance constraints [Cor94, VSWR95, DN00] all suffer from this fact. But it turns out that normal dominance constraints, a restricted sublanguage, are sufficient for most applications. The starting point of the graph based approach of this paper is another recent result [KMN00] showing that the satisfiability problem of normal dominance constraints can be reduced in linear time to the configuration problem of dominance graphs.

Informally, a dominance graph is given by a collection of rooted trees and a set of dominance wishes. (A precise definition follows in Section 2.) A dominance wish is a directed edge from the leaf of some tree to the root of some other tree. A configuration of a dominance graph is obtained by assembling the trees of the graph into a forest, by hooking roots into leaves such that all dominance wishes are translated into ancestor-descendant relationships. The configuration problem of dominance graphs is the question whether there exists a configuration for a given dominance graph.

In this paper, we show that the configuration problem of dominance graphs is in polynomial time. This result immediately leads the way for a polynomial time and practically more efficient processing of normal dominance constraints in computational linguistics.

To get an idea of how configurations of dominance graphs arise in linguistics, consider the [ENRX98] analysis of the following English sentence:

(1.1) Every linguist speaks two languages.

a. . . , namely English and German.

b. . . , not necessarily the same ones.

Depending on the context (indicated by the continuations a. and b.), this sentence can be read in two different ways – it exhibits a scope ambiguity. It can mean either that there is a set of two languages spoken by every linguist, or it can mean that each linguist can pick his own pair of languages.

This ambiguity can be represented compactly by the graph in Figure 1, which we can read as a dominance graph by removing the node labels. Intuitively, the contributions of “every linguist” and “two languages” to the meaning of the sentence are represented as the two upper trees; the contribution of “speaks” is represented as the lower one. The tree configurations of this dominance graph are obtained by plugging the two upper trees in some order on top of the lower tree. The two ways to arrange them correspond to the two different readings of (1.1).

Our paper is organized as follows. In Section 2 we define the terms dominance graph, solved form, and configuration formally and give a preview of the results in
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the succeeding sections. In Section 3, we show how to enumerate all configurations of a dominance graph in exponential time; this provides a framework for the application of the later results. In Section 4, we characterize configurable dominance graphs (a dominance graph has a configuration iff it contains no hypernormal cycle), and then we show in Section 5 how the existence of a hypernormal cycle can be decided by solving a weighted matching problem in an auxiliary graph. This gives us a polynomial-time configurability test which we use in Section 6 to make the enumeration algorithm from Section 3 efficient. Section 7 shows that a slight extension of the configuration problem by closed leaves is again NP-complete. Finally, we offer a short conclusion.

2 Definitions
A dominance graph is defined by a directed graph $G = (V,E \cup D)$ satisfying the following two conditions: (1) the graph $G = (V,E)$ defines$^5$ a collection $T$ of node disjoint trees of height at least 1 and (2) each edge in $D$ goes from a leaf of some tree in the collection to the root of some tree in the collection. In our figures, we draw the edges in $E$ solid and the edges in $D$ dashed. We call the edges in $E$ solid edges or tree edges and we call the edges in $D$ dashed edges or dominance edges or dominance wishes. A leaf is a node with no outgoing tree edge and a root is a node with no incoming tree edge.

Now the idea is that we want to assemble the trees in $T$ by plugging roots into leaves. We say that a dominance graph $G$ is in solved form iff it is a forest. If $G = (V,E \cup D)$ is a dominance graph, we call a dominance graph $G' = (V',E' \cup D')$ a solved form of $G$ iff $V = V'$, $E = E'$, $G'$ is in solved form, and $G'$ realizes all dominance wishes in $G$ — that is, for every dominance wish $(v,w) \in D$ there is a path from $v$ to $w$ in $G'$.

In particular, we call a solved form of $G$ where the dominance edges in $D'$ are a matching a configuration of $G$. Roots have at most one incoming dominance edge in configurations; the intuition is that the roots have been "plugged" into the leaves, and the remaining dominance edges indicate which root is plugged into which leaves.

A dominance graph is configurable if it has a configuration and solvable if it has a solved form. Figure 2 shows a configurable graph and one configuration. Figure 3 displays an unconfigurable graph, the heavy edges indicate an "unconfigurable cycle", as we shall see later.

---

5: Edges are assumed to go from parents to children.
The problem we investigate in this paper is to decide whether a given dominance graph has a configuration. More precisely, we are going to consider the problem of whether it has a solved form; but the following lemma expresses that this is the same problem.

**Lemma 2.1.** Every dominance graph in solved form is configurable.

Conversely, every configurable graph is trivially solvable.

**Proof.** For the proof, we define a problem leaf to be a leaf with more than one outgoing dominance edge; our aim will be to eliminate problem leaves from solved forms.

The proof is by induction on weights \((d,a)\) of graphs \(G\), where \(d\) is the negative minimum depth of a problem leaf of \(G\) (or \(-\infty\) if there aren’t any), and \(a\) is the total number of dominance edges emanating from problem leaves of minimum depth (potentially 0). We consider the lexicographic order on these weights.

Solved forms without problem leaves (i.e., with weight \((-\infty,0)\)) are configurations, so the lemma is trivially true in this case. So let \(G\) be a solved form that does have problem leaves. Let \(G\) have weight \((d,a)\), and assume that we know that all solved forms of lower weight do have configurations. Then we can apply the following rule to a problem leaf \(l’\) of minimum depth:

**Simplification Rule 1.** Let \(e = (l’,r)\) be a dominance edge from the leaf \(l’\) of a tree \(t’\) to the root \(r\) of a tree \(t\). Let \(l\) be an arbitrary leaf of \(t\). Change any dominance edge \((l’,z)\) with \(z \neq r\) into \((l,z)\), see Figure 4.

The result \(G’\) is still in solved form, and its weight is strictly lower than that of \(G\); so by the induction hypothesis, \(G’\) has a configuration \(G_c\). But \(G_c\) also realizes all dominance wishes of \(G\). This is obvious for \((l’,r)\) and for all wishes which do not start in \(l’\). For a wish \((l’,z)\) with \(z \neq r\) we note that this wish is realized because there is a path from \(l’\) to \(l\) in \(G’\) and \(G_c\) realizes the wish \((l,z)\). So \(G\) has a configuration as well. 

Finally, we call a dominance wish \(d = (v,w)\) redundant if there is a path from \(v\) to \(w\) in \(G \setminus d\). A dominance graph is called reduced if it contains no redundant dominance wish. As usual, we use \(n\) and \(m\), respectively, to denote the number of nodes and edges of \(G\).

In the following sections we show:

- Configurability of a dominance graph has a simple characterization.
- Configurability of a dominance graph can be decided in polynomial time. More precisely, it can be decided by solving a weighted matching problem in an auxiliary graph with \(n’ = O(m)\) nodes and \(m’ = \sum_{v \in V} \text{indeg}_G(v)\) edges; here \(\text{indeg}_G(v)\) is the degree of \(v\) in \(G\). The matching problem can be solved in time \(O(n’m’ \log n’\)), see [GMG86].
- A solved form of a (configurable) dominance graph can be constructed in polynomial time. More precisely, it can be found in time \(O(n^2 n’ \log n’\)).
- All solved forms of a dominance graph can be enumerated in polynomial time per configuration. More precisely, if \(N\) denotes the number of solved forms then all configurations can be enumerated in time \(O((N+1)T)\), where \(T\) is the time to find a single one.
- Our theoretical results lead to a practically efficient algorithm for handling dominance graphs. The algorithm has been implemented. In our application, we have \(m = O(n)\), and \(\sum_{v \in V} \text{indeg}_G(v) = O(n)\). The existence of a configuration can therefore be tested in time \(T = O(n^2 \log n)\), and a solved form can be constructed in time \(O(n^2 T)\). The actual running times are smaller since the arising weighted matching problems seem to be fairly simple and the number of matching problems to be solved seems to be much less than \(n^2\). Our implementation uses LEDA [MNSU, MN99] and the matching codes of T. Ziegler and G. Schäfer [Zie95, Sch00].

### 3 Enumeration of Solved Forms

In this section, we show how to enumerate the solved forms of a dominance graph \(G\). The algorithm we present may take exponential time to produce even a
single configuration because it blindly enumerates all cases. In Section 5, we will present a polynomial algorithm for determining configurability. By plugging this algorithm into the enumeration algorithm, we can enumerate configurations in polynomial time per configuration (Section 6).

The enumeration algorithm applies the following simplification rules:

**Simplification Rule 2. (Redundancy Elim.)** All redundant dominance edges, i.e., edges that are implied by transitivity, can be removed. In particular, parallel edges can be combined into one.

**Simplification Rule 3. (Choice)** Let \( v \) be a root with at least two incoming dominance wishes \((l, v)\) and \((l', v)\) and let \( r \) and \( r' \) be the roots of the trees containing leaves \( l \) and \( l' \), respectively. Generate two new graphs \( H \) and \( H' \) by adding either \((l', r')\) or \((l, r)\) to \( D \), see Figure 5.

The enumeration of the solved forms can be carried out by a recursive algorithm:

1. Make the graph reduced, i.e. apply Rule 2.
2. If the graph contains a (directed) cycle, terminate this recursion since the graph has no configuration.
3. If the graph is in solved form, report it and terminate this recursion.
4. Otherwise, apply the choice rule and apply the algorithm to the two newly generated graphs.

Every solved form derived by the algorithm is clearly a solved form of the original graph. On the other hand, the algorithm enumerates all of its solved forms. This is because application of Rule 2 to a dominance graph does not change the set of solved forms. Application of Rule 3 partitions the set: The two new graphs have disjoint sets of solved forms, but the union of these sets is the same as the old set of solved forms. This can be seen as follows. In a solved form \( G_s \) of \( G \) the nodes \( l \) and \( l' \) are both ancestors of \( v \) and therefore either \( l' \) is ancestor of \( l \) and hence of \( r \) or vice versa. This implies that \( G_s \) is either a solved form of \( H \) or of \( H' \).

To prove termination, we derive an upper bound for the maximum recursion depth. Consider for any dominance graph \( G \) its reachability relation \( R_G \) – the set of all pairs \((u, v)\) of nodes such that there is a (directed) path from \( u \) to \( v \) in \( G \). If \( G \) is acyclic, the cardinality of \( R_G \) is at most \( \binom{n}{2} \leq n^2 \). Thus, whenever the size of the relation becomes greater than \( \binom{n}{2} \), the recursion terminates immediately. But if we apply the choice rule to a reduced, acyclic dominance graph, the size of the relation increases strictly, i.e. \(|R_G| < \min(|R_H|, |R_{H'}|)\). This is because \( R_H \supseteq R_G \) and \((l', r) \in R_H \) but \((l', r) \) cannot be in \( R_G \), otherwise \((l', v)\) would have been redundant. A similar argument holds for \( H' \).

4 A Graph-Theoretic Characterization of Solvability

We give a graph-theoretic characterization of solvability; as this is equivalent to configurability by Lemma 2.1, the result carries over to configurability. The characterization implies that the solvability problem for dominance graphs is in \( NP \cap co-NP \).

The undirected dominance graph \( G_u \) corresponding to the dominance graph \( G = (V, E \cup D) \) is the undirected graph obtained by making all edges of \( G \) undirected.

Now, we want to define the notion of a cycle in an undirected graph, which may differ from the reader’s usual notion. A cycle \( C \) in an undirected graph is a sequence of edges \( e_0 \circ e_1 \circ \ldots \circ e_n \) with \( n > 1 \) such that for \( i = 0, \ldots, n - 1 \) the following holds:

- there is a node \( v_i \) incident to both \( e_i \) and \( e_{(i+1) \mod n} \)
- \( e_i \neq e_{(i+1) \mod n} \)

We call \( C \) edge-simple if the edges in the sequence are pairwise different. \( C \) is said to be simple if all the visited nodes \( v_0, \ldots, v_{n - 1} \) are pairwise different.

4.1 Hypernormal Dominance Graphs

Let us first investigate a simpler subproblem of the solvability problem. A dominance graph \( G = (V, E \cup D) \) is hypernormal if for every leaf \( l \) in \( (V, E) \), there is at most one dominance wish \((l, \_\) in \( D \). Hypernormal dominance graphs are reduced.

**Proposition 4.1.** Let \( G = (V, E \cup D) \) be a hypernormal dominance graph. If \( G_u \) contains a cycle then \( G \) is unsolvable.

**Proof.** The proof is by induction on the minimal number \( k \) of dominance edges in a simple cycle \( C \) of \( G_u \). Clearly, the case \( k = 0 \) cannot occur, and if \( k = 1 \) then \( G \) is not solvable. On the other hand, assume that we know the result to be true for \( k - 1 \). \( C \) either does not contain any nodes at which its edges change directions; then it is also a cycle in \( G \) and hence, \( G \) is clearly unsolvable. Or \( C \) does change directions, then it must contain two dominance edges \((l, r)\) and \((l', r')\) into the same root. Both results of applying the choice rule produce graphs

---

An alternative definition of hypernormal graphs is as follows: Out of two dominance wishes \((l, v)\) and \((l', v')\) at least one is redundant.
with a simple cycle containing \( k - 1 \) dominance edges, so both are unsolvable. But then, \( G \) must be unsolvable as well.

The converse of the above proposition is also true. If \( G \) is not solvable, then \( G_u \) contains a cycle. This statement will be a corollary of Theorem 4.1, which we will prove below.

### 4.2 Dominance Graphs

The Proposition 4.1 does not carry over literally to the general case. Figure 6 is a counterexample. In order to state our theorem for the general case, we call a subgraph \( H_u \) of \( G_u \) hypernormal if the corresponding directed subgraph \( H \) of \( G \) is hypernormal.

**Theorem 4.1.** Let \( G = (V, E \cup D) \) be a dominance graph.

(a) \( G \) is solvable iff \( G_u \) does not contain a hypernormal cycle.

(b) \( G \) is solvable iff every hypernormal subgraph of \( G \) is.

Note that this implies that a graph \( G \) is configurable iff \( G_u \) has no hypernormal cycle, by Lemma 2.1.

**Proof.** Part (b) follows immediately from part (a). If some hypernormal subgraph of \( G \) is unsolvable, \( G \) is unsolvable. If every hypernormal subgraph of \( G \) is solvable, \( G_u \) contains no hypernormal cycle, and hence \( G \) is solvable by part (a). We turn to part (a).

Assume first that \( G_u \) contains a hypernormal cycle \( C \). Let \( D' \) be the dominance edges of \( G \) corresponding to edges in \( C \). Then \( G' = (V, E \cup D') \) is a hypernormal dominance graph such that \( G_u' \) contains \( C \). By Proposition 4.1, \( G' \) is unsolvable and hence \( G \) is unsolvable.

It remains to prove the converse: If \( G \) is unsolvable, \( G_u \) contains a simple hypernormal cycle. Assume that the statement is false. W.l.o.g. we may restrict our attention to reduced dominance graphs. If the choice rule is not applicable to a graph, this graph is either in solved form or has a directed cycle, so the theorem is true for these cases. Hence, there must be a “minimal” counterexample \( G \) to the statement, in the following sense:

- \( G \) is reduced and unsolvable
- \( G_u \) does not contain a hypernormal cycle
- The choice rule can be applied to \( G \). Both graphs \( H \) and \( H' \) which are generated by it are unsolvable, and both \( H_u \) and \( H'_u \) do contain hypernormal cycles.

We will derive a contradiction by showing that this implies that \( G_u \) contains a hypernormal cycle.

Suppose that \( v \) is the root and that \( (l, v) \) and \( (l', v) \) are the wishes considered in the above application of the choice rule. Let \( r \) be the root of the tree with the leaf \( l \) and \( r' \) be the root of the tree with the leaf \( l' \).

We have a hypernormal cycle \( C_1 = \{l, r'\} \circ P_1 \) in \( H_u \) and a hypernormal cycle \( C_2 = \{l', r\} \circ P_2 \) in \( H_u' \). Since \( C_1 \) is hypernormal, \( P_1 \) does not use any dominance edge incident to \( l \). If \( P_1 \) does not use some dominance edge \( \{l', w\} \) incident to \( l' \), we are done since \( G_u \) contains the hypernormal cycle \( \{l, v\} \circ \{l', l' \} \circ (l' \rightarrow r') \circ P_1 \), where \( l' \rightarrow r' \) is the tree-path from \( l' \) to \( r' \). So we assume we can decompose \( P_1 = Q_1 \circ \{l, v\} \circ R_1 \), then \( R_1 \) does not use any dominance edge incident to \( l \) or \( l' \). A similar argument gives us a decomposition \( P_2 = Q_2 \circ \{l, u\} \circ R_2 \) such that \( R_2 \) avoids all dominance edges incident to \( l \) and \( l' \).

Thus we have the cycle \( C = \{l', w\} \circ R_1 \circ \{l, u\} \circ R_2 \in G_u \). This cycle is not necessarily hypernormal but the paths \( \{l', w\} \circ R_1 \circ \{l, u\} \) and \( \{l, u\} \circ R_2 \circ \{l', w\} \) are. The following lemma shows that this suffices to prove that \( G_u \) contains a hypernormal cycle:

**Lemma 4.1.** If \( G_u \) contains a cycle \( C = e_s \circ S \circ e_T \circ T \) where \( e_s, e_T \) are edges and \( S, T \) are paths such that
$e_S \circ S \circ e_T$ and $e_T \circ T \circ e_S$ are hypernormal, then $G_u$ contains a hypernormal cycle.

Before we prove the lemma, we want to give some intuition of its statement: If we can "glue" two hypernormal paths ($e_S \circ S$ and $e_T \circ T$) together such that they form a cycle which is hypernormal at the "glue" nodes, then $G_u$ contains a hypernormal cycle.

**Proof.** We may assume that $C$ is the smallest cycle (i.e. with the least number of edges) in $G_u$ fulfilling the condition of the lemma. We consider two cases:

- $C$ is simple:
  
  Since every node on $C$ is an inner node of at least one of the two hypernormal paths, we have that $C$ does not contain a consecutive pair of dominance edges incident to the same leaf. And hence, the simplicity of $C$ implies that $C$ is hypernormal.

- $C$ is not simple:
  
  By the choice of $C$ the paths $P_1 = e_S \circ S$ and $P_2 = e_T \circ T$ are simple. We may assume that none of the two is a cycle, otherwise we are done. Let $v$ be a node which is visited twice by $C$. Then $v$ must be an inner node of both $P_1$ and $P_2$, and we can decompose the paths at $v$: $P_1 = e_S \circ S' \circ f \circ S''$ and $P_2 = e_T \circ T' \circ g \circ T''$. Here $f$ and $g$ are edges and $S', S'', T', T''$ are (possibly empty) paths such that $e_S \circ S'$ and $e_T \circ T'$ end at $v$. Altogether, we have the following decomposition:

  \[ C = e_S \circ S' \circ f \circ S'' \circ e_T \circ T' \circ g \circ T'' \]

  We have to distinguish two cases:

  1. $f$ is not a dominance edge:
     Then $C' = e_T \circ T' \circ f \circ S''$ is a cycle and $e_T \circ T' \circ f$ and $f \circ S'' \circ e_T$ are hypernormal paths.

  2. $f$ is a dominance edge:

     Then $e_S \circ S'$ does not end with a dominance edge. Hence $C' = e_S \circ S' \circ g \circ T''$ is a cycle and both $e_S \circ S' \circ g$ and $g \circ T'' \circ e_S$ are hypernormal.

     In both cases $C'$ is smaller than $C$, and $C'$ fulfills the condition of the lemma, a contradiction.

\[\square\]

The characterization theorem has an interesting consequence. The solvability problem for dominance graphs is clearly in $NP$. Non-solvability is tantamount to the existence of a simple hypernormal cycle, and the existence of such a cycle is clearly in $NP$. Thus solvability is in $NP \cap co-NP$.

## 5 Testing for Hypernormal Cycles

Now we show how to test for the presence of hypernormal cycles in a dominance graph in polynomial time. This immediately gives us a polynomial algorithm for testing solvability (and hence, configurability) of dominance graphs.

The test is by solving a weighted perfect matching problem on an auxiliary graph $A$ which is constructed as follows. For every edge $e = (v, w) \in G$ we have two nodes $e_v = ((v, w))$ and $e_w = ((v, w))$ in $A$. We also have the following two kinds of edges.

**(Type A)** For every edge $e$ we have the edge $\{e_v, e_w\}$.

**(Type B)** For every node $v$ and distinct incident edges $e = (u, v)$ and $f = (v, w)$ we have the edge $\{e_v, f_w\}$ if either $v$ is not a leaf or $v$ is a leaf and either $e$ or $f$ is a tree edge.

The type A edges form a perfect matching in $A$. We give type A edges weight zero and type B edges weight one.
Lemma 5.1. The maximum weight of a perfect matching in $A$ is positive iff $G_u$ contains a simple hypormal cycle.

Proof. Suppose first that $G_u$ contains a hypormal cycle $C$. We may assume that $C$ is simple. We construct a matching $M$ of positive weight. For any pair $e = (u, v)$ and $f = (v, w)$ of consecutive edges in $C$, we put $\{e, f\}$ into $M$. Observe that $\{e, f\} \in A$ since $C$ is hypormal. For any edge $e = (v, w) \in (E \cup D) \setminus C$ we put the $\{e, e_w\}$ into $M$. $M$ is clearly a perfect matching. It contains edges of type $B$ and hence has positive weight.

Assume next that $A$ has a perfect matching $M$ of positive weight. We construct a simple hypormal cycle in $G_u$. For any edge $\{e, e_w\} \in M$ we put the edges $e$ and $f$ into the set $C$. Since for any edge $e = (v, w) \in G_u$ we have nodes $e_w$ and $e_w$ in $A$ and since both nodes must be matched in a perfect matching, this rule will construct a collection of hypormal cycles in $G_u$. $\square$

We assume that all non-leaves in the dominance graph $G$ have outdegree at most two\footnote{We can replace each non-leaf with outdegree more than two and its children by a small binary tree. This construction increases the number of nodes and the number of edges only by a constant factor.}. Observe that we have one edge of type $A$ for every edge of $G$, a complete graph on $2 + \text{indeg}_v$ nodes for every root $v$, and a graph of size $1 + \text{outdeg}_v$ for every leaf $v$. Thus the auxiliary graph $A$ has $n' = m$ nodes and $m' = O(m) + \sum_{v \in V} (2 + \text{indeg}_v)^2$ edges. The graph $G$ can be reduced in time $O(nm)$, see [AGU72]. Then we have no parallel edges, and hence a root $r$ with indegree greater than $n$ must have two dominance edges from different leaves of the same tree to $r$, which is trivial to recognize in time $O(nm)$. So we can assume that the indegree of any root is at most $n$. Let us say that we have $r \leq n$ roots and let $d_i$ be the indegree of the $i$-th root. We have $\sum_{i=1}^r d_i \leq m$ and $d_i \leq n$. What is the maximum value of $S = \sum (2 + d_i)^2$? We have $S = O(n^2) + \sum d_i^2$. The sum $\sum d_i^2$ is maximized if we make the $d_i$s as unequal as possible. So we attain the maximum if we set $m/n$ of the $d_i$s equal to $n$ and all others equal to zero. Thus $\sum_{i=1}^r (2 + \text{indeg}_v)^2 = O(n^2) + O(m/n \cdot n^2) = O(nm)$. A maximal weighted matching in a graph with $n'$ nodes and $m'$ edges can be found in time $O(n'm'n'm')$, see [GMG76].

Theorem 5.1. The existence of a hypormal cycle can be decided in time $O(n'm'n'm')$, where $n' = m$ and $m' = O(m) + \sum_{v \in V} (2 + \text{indeg}_v)^2$. A (simple) hypormal cycle (if it exists) can be found in the same time bound.

In our application $m = O(n)$ and the indegrees are bounded (the outdegrees are not) and hence configurability can be decided in time $O(n^2 \log n)$. In the worst case, the running time is $O(nm^2 \log n)$.

6 Efficient Enumeration

A first application of the polynomial-time configurability test from the previous section is to make the enumeration of solved forms more efficient. We modify the enumeration algorithm from Section 3 by testing for (undirected) simple hypormal cycles in step 2 instead of directed arbitrary cycles. The recursion will terminate immediately once the graph becomes unconfigurable, and we know that the recursion depth is bounded by $n^2$. Thus:

Corollary 6.1. A solved form of a solvable dominance graph can be constructed in time $O(n^3m^2 \log n)$. If a dominance graph has $N$ solved forms, they can be enumerated in time $O(Nn^3m^2 \log n)$.

Note that $N$ can still be exponential in $n$. Also note that we can get configurations instead of solved forms in the same asymptotic time, by applying Lemma 2.1: Simplification Rule 1 can only be applied at most $n^2$ times either, by a similar argument about the reachability relation.

Going back to the application in computational linguistics described in the introduction, the algorithm for enumerating configurations that we have just sketched gives us a straightforward algorithm for enumerating models of a normal dominance constraint. We have implemented this algorithm, and this gives us a significant improvement in runtimes over earlier solvers for dominance constraints. By way of example, consider the dominance graph in Figure 7. This graph is an embedded chain of length $k$. Such graphs appear in the application; for instance, the graph for “John says that every linguist speaks two languages” is an embedded chain of length 2. Runtimes for enumerating all configurations of
embedded chains of various lengths (on a 550 MHz Pentium III) are displayed in Figure 8. In the table, “new” refers to the algorithm sketched above; “old” refers to the dominance constraint solver described in [DG99].

7 Dominance Graphs with Closed Leaves
A slight extension of the configuration problem by closed leaves becomes NP-complete again. A dominance graph with closed leaves is given by a dominance graph \(G = (V, E \cup D)\) and a set \(L\) of leaves. The members of \(L\) are called closed, all other leaves are called open. Closed leaves cannot be the source of dominance wishes. A solved form of \((G, \hat{L})\) with closed leaves \(L\) is a solved form \(G' = (V, E \cup D')\) of \(G\) which has the additional property that there is no edge \((l, v) \in E'\) with \(l \in \hat{L}\), but there is an edge \((l, v) \in D'\) for every \(l \notin \hat{L}\). In other words, it is not allowed to attach a tree to a closed leaf, and every open leaf must be “plugged” with some other tree. We show that the configuration problem of dominance graphs with closed leaves is NP-complete by reducing the 3-partition problem to it.\(^8\)

FACT 7.1. (3-PARTITION) Let \(A\) denote a multiset \(\{a_1, \ldots, a_{3m}\}\) of integers and \(B \in \mathbb{N}\) such that \(B/4 < a_i < B/2\) for all \(i\); and \(\sum_{i=1}^{3m} a_i = mB\). The question is whether there is a partition \(A_1 \uplus \ldots \uplus A_m\) of \(A\) such that for all \(i\), \(\sum_{a \in A_i} a = B\). The problem is NP-complete in the strong sense [GJ79, problem SP15, page 224].

We describe the reduction now, which is shown in Figure 9. The tree \(T\) has \(m\) leaves. Each leaf wants to dominate \(B + 1\) closed subtrees (i.e., subtrees which have only closed leaves). \(T\) is required to be the child of some node \(l\). This node \(l\) also wants to dominate the trees \(t_1, \ldots, t_{3m}\). For all \(i\), the tree \(t_i\) has \(a_i + 1\) open leaves.

\(^8\)Exactly the same reduction works if we do not require open leaves to have outgoing dominance edges in solved forms; so this modified problem is NP-complete as well.

Figure 8: Runtimes on embedded chains of length \(k\). \(N\) is the respective number of configurations. Times are in milliseconds CPU time.

Figure 9: The dominance graph constructed in the reduction of 3-partition.

THEOREM 7.1. The configurability problem for dominance graphs with closed leaves is NP-complete.

Proof. Consider an instance \((A, B)\) of the 3-partition problem and the dominance graph \(G\) constructed in the reduction. We show that the instance \((A, B)\) has a solution if \(G\) is configurable.

Assume first that the 3-partition problem has a solution. Observe that each of the sets \(A_i\) must have cardinality three. Let \(A_i = \{a_{x_i}, a_{y_i}, a_{z_i}\}\) be one of the sets in the partition. Then \(a_{x_i} + a_{y_i} + a_{z_i} = B\). We plug \(t_x\) as child into the \(i\)-th leaf of \(T\), \(t_y\) into some leaf of \(t_x\), and \(t_z\), into some leaf of \(t_y\). Then the tree \(T\) has \(a_{x_i} + 1 + a_{y_i} + 1 + a_{z_i} + 1 - 2 = B + 1\) open leaves below its \(i\)-th leaf. These leaves are plugged with the \(B + 1\) closed subtrees which the \(i\)-th leaf of \(T\) wants to dominate. Finally, we plug \(l\) with \(T\) and obtain a configuration of \(G\).

Assume next that the dominance graph \(G\) has a configuration. Consider the subtree plugged to the \(i\)-th leaf of \(T\). It contains a subset \(A_i\) of the trees \(\{t_1, \ldots, t_{3m}\}\). We must have \(\sum_{a \in A_i} (a_j + 1) \geq B + 1 + |A_i| - 1\), since \(B + 1\) closed subtrees must be plugged into some open leaf and since every subtree in \(A_i\) also requires an open leaf.

We next show that \(|A_i| \geq 3\) for all \(i\). It is clear that \(A_i\) cannot be empty (since \(B > 0\)). If \(A_i\) is a singleton, i.e., \(A_i = \{t_x\}\), we have a contradiction since \(t_x\) has \(a_x + 1 < B/2 + 1 \leq B + 1\) leaves. Now consider the case, where \(A_i\) consists of two elements \(t_x\) and \(t_y\). By attaching \(t_x\) and \(t_y\) below the \(i\)-th leaf of \(T\), we obtain \(a_x + 1 + a_y + 1 - 1 < B/2 + 1 + B/2 = B + 1\) open leaves, which is also a contradiction.

Since each set \(A_i\) has cardinality at least three, since we have \(m\) sets, and since there are \(3m\) elements to distribute, we conclude that \(|A_i| = 3\) for all \(i\). Thus
\[ \sum_{j \in A} a_j \geq B \] for every \( i \). Finally, we observe that we have equality since \( \sum_{a \in A} a = mB \). Thus we also have a solution for the 3-partition problem. \hfill \Box

Note that for solvability of dominance graphs with closed leaves, Theorem 4.1 still holds. That is, solvability is still a polynomial problem. The difference to the unrestricted problem is that Lemma 2.1 breaks down: All the graphs we construct in the encoding of 3-partition are in solved form, but they may well be unconfigurable.

The relevance of this result is again in its relation to computational linguistics. There are alternative approaches to scope [Bos96] which require that the holes and roots of the trees must be paired uniquely: The roots must be “plugged” into the roots, and every hole must be plugged. This corresponds to making the holes open leaves, and all others closed leaves. Hence, we can show that the satisfiability problems of these alternative approaches must be NP-complete as well.

8 Conclusion

We have presented a polynomial time algorithm that solves the configuration problem of dominance graphs. This problem is of interest to applications: It can be used to encode satisfiability of normal dominance constraints, a formalism used in computational linguistics. Thus, our result establishes a difference in complexity between normal dominance constraints and unrestricted dominance constraints, whose satisfiability is NP-complete. Previously, no polynomial time algorithms for any interesting fragment of dominance constraints were known. Tests with a first implementation show that the presented graph algorithm also improves in runtime on a previous solver for (unrestricted) dominance constraints.
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