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Abstract

Step-indexed semantic models of types were proposed as an alternative to the
purely syntactic proofs of type safety using subject-reduction. This thesis in-
troduces a step-indexed model for the functional object calculus, and uses it to
prove the soundness of an expressive type system with object types, subtyping,
recursive and bounded quantified types.
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Chapter 1

Introduction

In this thesis we prove the soundness of an expressive type system, i.e. the fact
that well-typed terms do not produce type errors when evaluated.

The most common way to prove a type system sound is by a purely syntactic
proof technique called subject-reduction, which was adapted from combinatory
logic by Wright and Felleisen [WEF94]. In this syntactic setting the typing judge-
ment is a relation that is recursively defined by the typing rules. One shows that
reduction preserves the typability of terms (preservation) and that well-typed
terms that are not yet values can always be reduced (progress).

This is not the only way though. The soundness of a type system can also
be proved with respect to a semantic model. One defines a meaning function
relating the syntactic typing judgement to a semantic typing judgement. One
proves that whenever the syntactic judgement holds the corresponding semantic
judgement is also valid (semantic soundness). Then one shows in the model
that the semantic judgement enforces type soundness. Usually the model is
denotational using for instance ordered sets. Constructing such a model and
proving the desired properties tends to be involved.

This thesis shows that it is possible to use much simpler semantic models
constructed from the operational semantics by a technique called step-indezing.
Our long-term goal is to use this technique in proving the soundness of more
powerful deduction systems such as program logics, for which purely syntactic
arguments are not always applicable.

1.1 Step-indexed Semantic Models

Step-indexed semantic models were introduced by Appel and his collaborators
in the context of foundational proof-carrying code as an alternative to subject-
reduction. The goal was to construct more elementary and more modular type
soundness proofs which can be easier checked automatically [AF00, [AMO1].

Step-indexed models are based only on the small-step operational semantics
of an untyped calculus. Semantic types are defined just as sets of values indexed
by natural numbers. Intuitively, a term has a certain semantic type if it behaves
like an element of that type for any number of computation steps.
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Syntax
a,bu=x | Av.b|ab| pu(x){fa=ba}yecp la.f| ... (Terms)
v = Ar.b | u(x) {fa=ba}ycp | true|false [0 [1]2] ... (Values)

Operational Semantics (Small-step)

(Az.b) v — [z 0] (b) (8)
p(z) {fd:bd}deD Je— [»T = () {fd:bd}deD] (be), if e € D (1)

Figure 1.1: A-calculus with booleans, numbers and recursive records

1.1.1 An Illustrative Example

In order to give more intuition about step-indexed semantic models we sketch
such a model for the call-by-value A-calculus extended with booleans, natural
numbers and recursive record{l} This model is a simplification of the one for
general recursive types by Appel and McAllester [AMO1]. It is also the base
of our step-indexed model for the functional object calculus, which we present
more formally in Chapter

The syntax and small-step operational semantics of the untyped lambda
calculus we consider in this example form the base of the step-indexed model.
The parts which are interesting here are given in Figure

Semantic types are sets of indexed values. A pair (k,v) is in some type 7, if
one cannot distinguish v from a “real” value of type 7 in less than k& computation
steps. For example (1, Az. true) is in the type Bool — Nat since in one step we
can only apply the function, but then there are no steps left to observe that true
is not an integer. On the other hand (2, A\x. true) is not in Bool — Nat because
two steps are already enough to distinguish Az.true from a real Bool — Nat
function: one step for applying the function to some argument, and the other
step for attempting to perform some integer operation on the boolean “true”
and failing. So we say that (k,v) € 7, if every context of type 7 (e.g. every
function of type 7 — «) safely executes for at least k steps when applied to v.

A semantic type is therefore built as a sequence of increasingly accurate
approximations. In the end we are only interested in the limit of such a sequence
since it contains the real values of the type, while each of the approximations also
contains “false positives”. However, the usefulness of building types based on
such approximations becomes evident once any form of recursion is considered.

Based on the approximate types of values we can also express that a closed
term behaves like an element of a type for a number of computation steps. A
closed term a has a type 7 for k steps (which we denote as a i, 7), if whenever
a reduces to an irreducible term b in j < k steps, then b is a value of type 7
for the remaining k& — j computation steps. For example Az.true :; Bool —
Nat since functions are values thus irreducible, and we have already seen that
(1, Az.true) € Bool — Nat. Similarly, (Az.z) (Az.true) :2 Bool — Nat since
(Az.x) (Az.true) reduces in one 3 step to Az.true. Also any closed term that
safely reduces for at least two steps has any type for two steps, for example

IRecursive records are closely related to object calculi without method updates [KR94)
BCP99].
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(Ax.z) ((Az.x) true) :2 Bool — Nat. On the other hand, none of these state-
ments hold if we increase the approximation index by one, so these terms are
“false positives”.

With this setup in place we can define each of our semantic types. The base
types Bool and Nat are completely described by the set of their values. A value
is in a base type either for every index or not at all.

Bool £ {(k,v) | k € N,v € {true, false}}
Nat £ {(k,n) | k,n € N}

In general, a function has type a — 3 if when invoked with an argument of
type « produces a result of type 8. In the step-indexed model, a function has
type a — (3 for k computation steps if when applied to any well-typed argument
of type « it produces a result that has type (§ for another & — 1 steps. This
because the application itself takes one computation step, and the only way to
use a function is by applying it to some argument. We also have to take into
account that the function can be applied after some computation steps, so for
every j < k when applying the function to a value in type « for j steps, the
result must have type 3 for j steps.

a— B2 {(kAx.b) | Vi<k Vv. (j,v) € a = [z 0] (b) :; B}

Recursive records are collections of fields that can recursively reference the
record containing them. Selecting a field will substitute all occurrences of the
“self-reference” variable by the target record. Once a record is created its fields
can no longer be updated, since updates do not interact well with recursion.

The recursive record type {f4 : Fa} e p associates to each field fg a function
F; taking the type of the whole record as argument, and returning the type of the
field. This formulation can lead to direct circularity, since a recursive record can
directly contain itself and its type needs to reflect this. For example we expect
a record with a single field referencing the record containing it: u(x) {f=z}, to
have type {f : (Aa€Type. @)}, that is the type of records with a single field f
that has the same type as the record containing it. This can only happen if the
type satisfies the following recursive equation:

{f: (Aa€Type.a)} ={f: {f: (\a€Type.a)}}

Step-indexing is extremely useful here, since it can make the recursive def-
inition of record types well-founded. A recursive record u(z){fa=ba}scp has
type {fa: Fa}qcp for k steps if the term obtained by selecting one of its fields
fa has type Fq({fa: Fa},ep) for any number of steps strictly smaller than k.

U Fivaep 2 {(k, i) {fa=ba} ge) | VAED. Wik,
[93 = () {fd:bd}deD} (ba) 35 Fa({fa: Fd}dED)}

Independent of the particular semantic types we define the semantic type
judgement: ¥ = a : 7 holds for a possibly open term a, if after substituting any
well-typed values for the free variables of a we obtain a closed term that has
type 7 for any number of computation steps. This definition directly enforces
that all terms that are typable using the semantic typing judgement do not
produce type errors when evaluated.
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YkE=a:Nat L =b: Nat
YEa+b: Nat

(VAR) ¥ =z : 3(x) (ADD)

Yr—alEb:
SEM.bia—[

YEa:f—oa XEbL:B
YEab:«

(LaMm) (APP)

vdeD. Y[z — () { fa=ba}sep] | ba : Fal{fa: Falyep)
Y p(@) {fa=bataep  {fa: Fataep

(REC)

YEa:{fa: Fatyep
YEafe: Fal{fa: Fatgep)

(SEL)

Figure 1.2: Some of the semantic typing rules

Since the semantic judgement is defined independently of any typing rules,
we would have to prove individual typing judgements directly from the defi-
nitions of their corresponding types. For example we could prove that §
Ax.Ay.x +y : Nat — Nat — Nat or that [ — Nat] [y — Nat] = z + y : Nat.
However, this would be tedious and a lot of work would be duplicated between
similar derivations. In order to avoid this duplication, we can prove general
lemmas which we call semantic typing rules only once and then use them to
build type derivations in the usual way.

(;/m) [z~ Naf] [y — Naf] =z : Nat [z + Naf] [y — Naf] =y : Nat (VAR)
(LDD) [ — Nai] [y — Nat] |Ex+y: Nat
((L:I\l\/f)) [ — Nat] = \y.xz +y : Nat — Nat

0= Ax. \y.x +y: Nat — Nat — Nat

Figure shows some of the semantic rules we can prove for our calculus.

The semantic typing judgements have a semantic truth value associated with
them, and the semantic typing rules allow us to derive true judgements using
other true judgements as premises. One proves that the semantic typing rules
are sound, that is if the premises of a rule are true then the conclusion is also
true. This is done either directly from the definitions or by induction on the
index (e.g. REC).

Appel et. al. use the semantic typing rules directly for type-checking pro-
grams [AF00L[AMO1],[ARS02,[AAV03], as in the simple example above. However,
when one considers more complex type systems with subtyping, polymorphism
or recursive types the semantic typing rules no longer directly correspond to
their syntactic counterparts. This leads to more complex models (like the one
developed by Swadi to track type variables [Swa03]) and to undecidable type-
checking, which cannot be avoided in their particular setting.

In this thesis we take a different approach, and use the semantic typing rules
only to prove the semantic soundness of a syntactic type system, which can be
made decidable and is thus more suitable for type checking programs.
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1.2 The Functional Object Calculus

The language considered in this thesis is the functional object calculus, a very
expressive, yet extremely simple object-oriented programming language. It was
introduced by Abadi and Cardelli for investigating the theoretical properties of
objects, and in particular for studying their type systems [AC96a].

The functional object calculus models all the important aspects of widely-
used object-oriented programming languages, as well as the the often subtle
interactions between them. It can express objects, subtyping, classes, inheri-
tance, parametric polymorphism and other features of programming languages
such as Java and C#.

At the same time the functional object calculus is amazingly simple, and
captures the essence of object-oriented programming languages in pretty much
the same way the lambda calculus captures the essence of the functional ones.
This allows one to focus on relevant object-oriented concepts in their most
general form, by abstracting away from the design decisions, implementation
details, peculiarities and mistakes present in real object-oriented languages.

1.3 Outline

In Chapter [2| we present the untyped functional object calculus introduced by
Abadi and Cardelli under the name of ¢-calculus [AC96b], [AC96a]. This very
simple calculus has only objects, so we also present encodings for procedures,
booleans, natural numbers, a fixpoint operator, classes and inheritance.

In Chapter [3| we construct purely semantic types for the ¢-calculus. The
safety of well-typed terms is immediate, and each of the typing rules is proved
sound with respect to the model. The step-indexed semantic model we present
extends the one for recursive types of Appel and McAllester [AMO01] with object
types, subtyping and bounded quantified types.

We start with a simple definition of object types that we then extend to
accommodate subtyping. For a stronger notion of subtyping we restrict certain
method invocations and updates which leads to object types with variance an-
notations. We also study the interaction between subtyping and recursive and
quantified types in a step-indexed model.

The semantic type system from Chapter |3] is sound but undecidable. In
Chapter [4] we define the usual syntactic type expressions which also contain
type variables, we extend the ¢-calculus with type annotations, we give a syntac-
tic type system for the modified calculus for which type checking can be made
decidable. We then prove the semantic soundness of the syntactic type system
with respect to the semantic model from Chapter [3] which immediately implies
that well-typed annotated terms are safe to evaluate after type erasure.

Finally, Chapter [5| draws conclusions, presents related work and and intro-
duces several interesting directions for future work.
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Chapter 2

The Untyped ¢-calculus

The functional object calculus (s-calculus) is a very simple object-oriented cal-
culus introduced by Abadi and Cardelli in [AC96b], and then presented in their
book entitled A Theory of Objects [AC96a, Chapter 6]. It only has one primitive:
objects. Still, many other constructs can be conveniently encoded, including
procedures and classes.

The calculus presented in this chapter is untyped. However, in Chapter [3| we
introduce purely semantic types for it, and in Chapter [ we extend the ¢-calculus
with type annotations and present a syntactic type system for it.

2.1 Syntax

We start with the simplest possible calculus and pack up more features as we go,
mostly as encodings. The ¢-calculus has only four syntactic forms: variables,
objects, method invocations and method updates. The abstract syntax of ¢-
terms is formalized by the following grammar.

a,b € Ter i=x | [mg=¢(za)balgep | a-m | a.m = c(x)b

The meta-variables a and b range over ¢-terms, and  ranges over a countably
infinite set of variables.

Objects are collections of named methods. Each method ¢(x)b has a self
argument x, a bound variable that represents the object containing the method,
and a method body b, an arbitrary term that will evaluate to the result of the
method. The self argument can be used inside a method body for invoking the
methods of the containing objectﬂ including the calling method itself which
leads to direct recursion. We consider two terms to be syntactically equivalent
if they are identical up to the consistent renaming of bound variables.

An object is created by providing all methods it will contain. The order in
which these methods are considered does not matter. In the ¢-calculus after an
object is created, its methods can be invoked or updated, but no new methods
can be added, and the existing methods cannot be deleted.

When the names and bodies of the methods are of no importance to our pre-
sentation, we will iterate over some finite set (for example D in [mg=¢(za)ba] 4 p)

1The self argument has a similar role to the keyword “this” in Java and C++.
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Let v = [ma=¢(24)ba] 4c p

(RED-INV) v.me — [z — v] (be), where e € D
(RED-UPD) v.m, = ¢(x)b — [me=c(z)b, mdzc(xd)bd]deD\{e}, where e € D

a—b

(RED-CTX) Clal = Ol

, where Clo] :=o | C.m | C.m = ¢(x)b

Figure 2.1: Small-step operational semantics of the ¢-calculus

to generate names for the methods (mg), the self variables (x4) and the method
bodies (bg).

The syntax of the ¢-calculus does not provide fields directly, but they can be
simulated by constant methods that do not use the self argument. Moreover,
we omit unused ¢ binders: whenever & does not appear in b we abbreviate ¢(z)b
as just b. This basically allows fields as syntactic sugar, and since methods are
not terms and can only appear inside an object creation or a method update
this notation does not lead to ambiguities.

Also please note that in the syntax of terms, methods do not have arguments
other than self. However, there are straightforward ways to emulate methods
with arguments. The caller of a method can store the arguments in some fields
of the invoked object prior to the method call, and the invoked method can
access these arguments using self. As explained later, a more systematic way to
accommodate methods with arguments is to use procedures as method bodies.

The only values in the ¢-calculus are the objects.

v € Val ::= [mdzg(ﬂﬁd)bd]deD

In this thesis we often consider only values without free variables, which we
call closed values.
CVal £ {v € Val | FV(v) = 0}

2.2 Operational Semantics

The small-step operational semantics of the ¢-calculus is defined by the rules in
Figure

Method invocation is defined as self substitution. If v is an object value
[ma=¢(24)ba] 4c p, then a method invocation v.m,. reduces to the body of the
method b., where all references to the self argument z. are substituted with
the host object v. By [z — a] (b) we denote the result of the capture-avoiding
substitution of x with a in b. Capture-avoiding substitution is formally defined
in Appendix

Method updates have a functional semantics: a method update reduces to a
copy of the target object where the updated method is replaced by a new one.

The evaluation strategy is defined using a context rule and reduction con-
texts. These enforce an evaluation strategy, which corresponds to call-by-name
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evaluation in the A-calculus [Plo75]. No reduction can occur below a ¢ binder, so
that the body of a method is evaluated every time the method is invoked. But
since we encode fields as constant methods, fields are also evaluated every time
they are selected. While this is not very common, it does not cause significant
problems in this functional setting where the only side-effect is non-termination.

Example 2.2.1 (Non-termination). As previously mentioned, a method can
invoke itself recursively, and this can lead to non-termination. The following
term directly reduces to itself:

[m=¢(z)x.m].m — [z — [m=¢(z)x.m]] (x.m) = [m=¢(z)x.m].m — ...

The reduction relation in Figure is deterministic: for each term there
is at most one other term to which it can reduce. We call a term irreducible
(denoted by a —»), if none of the reduction rules can be applied to it. Values
are irreducible, but not all irreducible terms are values. We call a term that is
irreducible yet not a value stuck. For example [].m is a stuck term since the
invoked method m does not exist in the empty object. We also define multi-step
reduction and evaluation in the usual way [BNO8|: —° £ {(a,a) | a € Ter},

n+1l A n * A n
— = - o—»andHfUnzoﬂ

2.3 Encodings

2.3.1 Call-by-name \-calculus

The untyped call-by-name A-calculus can be encoded into the ¢-calculus by a
simple transformation [AC96a, Section 6.3.2]. Procedures (also called lambda
abstractions or functions) are transformed into objects having a field for the
argument (arg), and a method for the body of the procedure (eval). In the body
of the procedure all references to the argument are replaced by selections of the
field through the self object. The application of such an encoded procedure is
done by first updating the field to the actual argument, and then invoking the
method that accesses it through self.

(=) £
{(Az. b)) & [arg=¢(x)z.arg, eval=¢(z) [z +— x.arg] ({b)]
(a b) = ((a)) .arg = ((b)).eval

Because of our lazy semantics of fields, the argument of an encoded procedure
is evaluated every time it is used, as in call-by-name. In this simple setting
without any strict constructs and without continuations [Plo75], the call-by-
value A-calculus cannot be encoded. Furthermore, the encoding validates the
08 but not the 7 rule in the A-calculus [GR96], and accommodating the usual
typing rules for encoded procedures is not so easy in the presence of subtyping.
This is the price we pay for keeping the ¢-calculus as simple as possible, thus
without primitive procedures or eager fields.

Even without having them as primitive, we will use procedures frequently
as syntactic sugar in the remainder of this chapter, for example for modelling
methods with arguments, as in [m=c¢(z)Ay. Az. b] where m is a method that has
two arguments (y and z) other than self ().
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2.3.2 Booleans

Having encoded procedures also allows us to use the Church encoding for booleans.
true £ Az, \y. x false £ A\z. \y. y
For readability we also define an if-then-else construct.

if b then a; else as £ b a; as

2.3.3 Natural Numbers

While we could also define natural numbers using their Church encoding, the
direct encoding into objects is more intuitive [AC96al Section 6.5.3]. Numbers
are objects with an iszero boolean field and two methods yielding the preceding
(pred) and the succeeding number (succ). We only need to construct a term for
zero, as all the other numbers are its successors. Zero is defined to have itself
as the predecessor, and its iszero field is set to true. When the succ method is
invoked for zero a new object corresponding to the number one is created. For
this object the iszero field is set to false, pred returns the outer self argument
representing zero in this case, while the succ method is copied verbatim from
the predecessor.

0 £ [iszero=true, pred=¢(z)x, succ=¢(z)[iszero="false, pred=x, succ=ax.succ|]

A
n = 0.succ. ... .succ
—_—

n times

Having this as a start we can define recursive procedures for sum, difference
and product, which can then be used for defining other arithmetical operations.
Below we give the implementation of factorial and greatest common divisor.

Example 2.3.1 (Factorial).
[fac = ¢(y)An.if n.iszero then 1 else n X (y.fac (n.pred))].fac
Example 2.3.2 (Euclid GCD).

[ged = ¢(y)Ax. Az.if <z then y.gcd x (z—x)
else if z<x then y.ged (x—z) z else z].ged

2.3.4 Fixpoint Operator

The previous two examples used exactly the same pattern to obtain a recursive
procedure by direct recursion through self. We can capture this pattern into a
general fixpoint operator for procedures [FHM94]:

fix = \f. [rec=s(z) f (w.rec)].rec

Using this fixpoint operator we can give a slightly simpler recursive definition
of the factorial, that matches exactly the one from the A-calculus:

fac = fix A\f. An.if n.iszero then 1 else n x (f (n.pred))]
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2.3.5 Classes and Inheritance

Procedures are also used for representing pre-methods: procedures that become
methods once they are embedded into objects. For us classes and traits are
collections of mutually dependent pre-methods, while inheritance means pre-
method reuse [AC96a, Section 6.6].

Traits are collections of pre-methods that are usually not self-contained,
so it might take more than one trait to construct useful objectf’} Traits are
objects themselves where each pre-method is stored in a field, for exampleﬂ
[md:)\xd. bd}deD'

The union of several disjoint traits is simply the trait containing the pre-
methods in all of them. For example given two disjoint sets D and F, and the
traits [mq=Azq.balyc p and [me=Az.. b.] we can construct the union trait
[mar=Az4. bd']d’eDuE‘

A trait is complete when all its pre-methods reference only pre-methods
existing in that trait. From a complete trait we can directly construct objects.
For example from [maq=Az4.b4],c p, Wwe can construct [mg=¢(xq)bal e p-

A class is just a complete trait together with a new method. The new method
constructs objects corresponding to the class by applying each pre-method to
the self of the constructed object. For example [maq=¢(24)b4]scp could have
been generated by the new method of the following class:

eckE?

[new=¢(y) [ma=¢(za)(y-ma) Td]4ep » Ma=ATd-balaep

As mentioned earlier, in this setting inheritance means reusing pre-methods
from existing traits and classes. For example if ¢t = [mg=Arq. ba] 4, then the
trait [mg=t.mq, me=AZ,.be]aep ccp inherits all methods in ¢, and adds the new
methods denoted by m.. In a similar way if D = D’ & D” then the class

[new: ey Mgr :t.md/7 md//:)\(Ed// . bd//, me:)\xe. be]d’ED/,d”ED”,eeE

inherits from ¢ the methods my, overrides the methods mg-, and adds the new
methods me.

Multiple inheritance is possible by simultaneously inheriting pre-methods
from more traits or classes. Please note that partially inheriting a trait or a
class without overriding all the pre-methods that are not inherited is in general
unsafe because of the possible dependencies between the pre-methods in the
same trait or class.

Example 2.3.3 (Shapes). Below we define a class square that inherits the field
pos from the trait shape, adds a new field side and overrides the area method.

shape = [pos=[z=0, y=0], area=0)]

square = [new=q(z)[pos=z.pos, side=z.side, area=¢(x)(z.area) x|,
pos=shape.pos, side=0, area=\z. (z.side X x.side)]

Using the square class is straightforward, for example
(square.new.side := 10).area

produces 100 as a result.

2Incomplete traits are similar to abstract classes in Java and C++.
3Please note that the binders in the trait are A-binders, while the ¢-binders have been
elided according to our notation of fields.
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While this encoding of classes, traits and inheritance is rather raw, many
of its details can be hidden behind a more traditional syntax [AC96a, Chapter
12].



Chapter 3

Step-indexed Semantic
Model of Types

3.1 The Semantic Model

Step-indexed semantic models were first developed by Appel and his collabora-
tors in the context of foundational proof-carrying code [AF00]. Their goal was
to construct proofs of type soundness for low-level languages, that are easier
to machine-check than the widely-used subject-reduction proofs [WF94]. Their
new technique proved to be general enough to be successfully applied to a pure
A-calculus with recursive types [AMO01], and was then extended to general ref-
erences, impredicative polymorphism [AAV03, [Ahm04] and substructural state
[AFMO05]. Here we extend the step-indexed model introduced by Appel and
McAllester [AMOT] with object types, subtyping and bounded quantified types.

Step-indexed semantic models are based only on the small-step operational
semantics of an untyped calculus. They tend to be much simpler than the
corresponding denotational models based on complete partial orders, and the
proofs are usually just by direct induction on the index.

Our semantic types are sets of closed values indexed by a number of remain-
ing “safe” computation steps. Intuitively, a closed value v is in type a with
approximation k (which we denote as (k,v) € ), if one cannot distinguish v
from a real value of type 7 in less than k computation steps. As we will see,
this indexing makes the recursive definitions of types well-founded.

Additionally we require that types are closed under descending index, cor-
responding to the intuition that if a value cannot be distinguished from a real
value of a type in a certain number of steps, then it cannot be distinguished in
any smaller number of steps.

Definition 3.1.1 (Semantic Types). Types are sets of pairs formed of an in-
dex and a closed value, with the requirement that these sets are closed under
descending index.

Type = {7 C N x CVal | Vk>0. Vj<k. VveCVal. (k,v) € T = (j,v) € T}

We will use «, 3 and 7 to denote sets of indexed values, and if that is the case,
we explicitly require them to be types. We call |7], the k-th approximation of

15
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the set 7 and define it as the subset containing all elements of 7 that have an
index that is strictly less than k.

Definition 3.1.2 (Semantic Approximation).

7] ={Gv) |5 <k}

Definition 3.1.3 (Top and Bottom). The empty set (L) and the set of all value-
index pairs (T) trivially satisfy the closure under descending index condition,
so they are types.

129

T2 {(k,v) | k€ N,v e CVal}

We do not have other base types in the ¢-calculus (they would be trivial to
represent, see introduction).

Typing a closed value corresponds to testing whether it belongs to a type for
all approximation indices. However, we want to type not only closed values, but
also closed terms. A closed term a has a type 7 with approximation k (which
we denote as a :; 7), if a behaves like an element of 7 for k& computation steps.
More precisely, if a closed term a satisfies a :; 7 and it reduces to an irreducible
term b in j < k steps, then it should be the case that b is a value in 7 for the
remaining k — j computation steps.

Definition 3.1.4 (ClosedTerm:;Type). If a such that FV(a) = (), then
a7 e Vi<k. (a—7b A b-»)= (k—jb)ET

We state two simple properties that are often used in the proofs. First, if
a closed term has a type with approximation k then it also has this type with
any approximation smaller than k.

Property 3.1.5. Ifa: 7 and j <k thena:; 7.
Proof. Immediate from Def. and O

Second, a closed value v has a type 7 with approximation k& > 0, if and only
if the pair (k,v) belongs to the set 7.

Property 3.1.6. Vk > 0.Vv € CVal. vy, 7 < (k,v) €T
Proof. Immediate from Def. since values are irreducible. O

Even though the terms we evaluate are closed, when type checking we also
have to reason about open terms. Typing open terms is done with respect to a
semantic type environment which maps variables to semantic types. We reduce
typing open terms to typing closed terms by substituting all free variables with
appropriate closed values. This is done by a value environment (also called
closed value substitution) that agrees with the type environment.

Definition 3.1.7 (ValueEnv:;TypeEnv). A semantic type environment is a
finite map from variables to types. A wvalue environment is a finite map from
variables to closed values. We say that a value environment o agrees with a
semantic type environment Y with approximation k (which we denote as o :p, X))
if for all variables  in the domain of ¥ we have that o(x) :x X(z).

o X & Vo e Dom(X). o(x)  X(x)
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The semantic typing judgement is then defined by quantifying over all ap-
proximation indices and all approximately well-typed value environments.

Definition 3.1.8 (Semantic Typing Judgement). A term a has type 7 with
respect to a semantic type environment X, if all free variables in a are mapped
by ¥ and for all approximation indices k, and all value environments o that
agree with ¥ with approximation k, we have that the closed term obtained by
applying the substitution o to a has type 7 with approximation k.

YkEa:7 & FV(a) C Dom(X) A Vk>0.Vo i S.o(a) i T

The semantic typing judgements have a meaning, a semantic truth value
associated with them, and the semantic typing rules we will introduce and prove
will allow us to derive true judgements using other true judgements as premises.
But before we introduce any rules, we show that all terms that are typable
using the semantic typing judgement are also safe to execute. Together with
the soundness of all the rules this will ensure the type soundness of our semantic
type system.

Definition 3.1.9 (Safe for k Steps). We call a term safe for k steps, if it does
not get stuck in less than k steps.

Safep = {a |Vj<k.a = b= (beVal v 3. b — )}
Lemma 3.1.10. If a :; 7, then a € Safey

Proof. Let a :, 7, j < k and a —7 b. We have to show that b is a value or it is
reducible. Assume by contradiction that b is not a value and b is irreducible, so
b is stuck. But because b is irreducible, by Def. we get that (k—j,b) € T,
which implies that b is a value. This is a contradiction, so b cannot be stuck
and thus a € Safey,. O

Definition 3.1.11 (Safety). We call a term safe, if it does not get stuck for
any number of steps.

Safe = {a | Vk>0. a € Safe,}

The purpose of a type system is to prevent terms that could get stuck from
being executed, or conversely to guarantee that well-typed terms do not get
stuck. In a step-indexed semantic model, the definition of the semantic typing
judgement directly enforces the safety of well-typed terms.

Theorem 3.1.12 (Type Soundness). If ) = a : «, then a € Safe

Proof. Assume that ) |= a : a. By Def. B.1.§|a is closed and for all substitutions
o we have that Vk>0. o(a) :; o. But since a is closed it will not be affected by
o and thus Vk>0. a :; a. By Lemma [3.1.10] we get that Vk>0. acSafe;, which
by Def. allows us to conclude that a is safe. O

This result is much more direct than in a subject-reduction proof [WF94].
On the other hand, unlike with subject-reduction, the validity of the typing rules
needs to be proved with respect to the model before they can be used for con-
structing valid type derivations. As previously showed by Amal Ahmed [Ahm04]
this directly corresponds to the logical relationsﬂ proof technique [Tai67, [Gir72].

n a setting with dynamically allocated state it corresponds to Kripke logical relations
[IT93) [OR95], IMit96].
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3.2 Method Types

Even though methods are similar to procedures, unlike procedures methods are
not self-contained. There is a tight coupling between the methods of the same
object, and features such as method extraction would be unsound in the presence
of subtyping [AC96a]. For this reason in the ¢-calculus methods are not values
or terms, and thus the method types we define in this section are not semantic
types in the strict interpretation of Def. Nevertheless, we call them
method types since they are closed under descending index. Treating method
types separately simplifies to some extent the inherently complex definitions of
object types.

Intuitively, a method has a method type a ~~ 7 if when invoked with a self
argument of type « it produces a result of type 7. Then object types are just
collections of methods of appropriate method types. Such a direct definition of
method and object types is circular: in order to define the type of an object we
need the type of all its methods, and in order to define the type of a method we
need the type of the whole object.

This inherent recursion can be made well-founded by approximating types
using step-indexing. In order to show that a method has a method type a ~~
7 for k steps, we only need to know that the method works correctly when
invoked with self arguments that have type « for k—1 steps. This holds because
invoking the method takes one computation step. Additionally the method can
be invoked after some computation steps, so the result of invoking the method
with an appropriate argument must be in 7 for every j < k steps.

More precisely, a ~» 7 is the set of all pairs of the form (k,¢(z)b) such that
for all j < k and for all values v that have type a with approximation j, the
term obtained from substituting x with v in b has type 7 with approximation j.
This substitution directly corresponds to the operational semantics of method
invocation (rule RED-INV in Figure .

Definition 3.2.1 (Method Types). If o and 7 are semantic types, then
a~ 72 {(k,s(2)b) | Vj<k.VveCVal. (j,v) € a = [z v] (b) :; T}

Even if they are not semantic types, method types are closed under descend-
ing index.

Property 3.2.2. If a and 7 are semantic types, j < k and (k,s(z)b) € a ~> T,
then also (j,s(z)b) € a ~> 7.

Proof. Immediate from Def. 3.2.1] O

Method creation satisfies a property analogous to the typing rule for ab-
stractions in the A-calculus [Bar92] (rule LAaM in Figure|1.2), which we later use
to prove the object construction rule sound.

Lemma 3.2.3 (Method Creation). If X[z — o] Eb: 7, then for all k > 0 and
for all o i, ¥ we have that {k,s(z)(c [z7] (b)) € a ~ T.

Proof. Let k > 0, 0 :; X, j < k and v € CVal such that (j,v) € a. By Def
it remains to be shown that [z — v] (o [21] (b)) :; T, or alternatively that
oz — v](b) :; 7. From o :; ¥ and j < k we obtain that o :; X, which together
with v :; a gives us that o[z +— v] i L[z — of. From X[z +— a] =b: 7 we now
obtain that oz — v](b) :; 7, thus by Def[3:2.1] (k, <(2)(c [£1] (b)) € a~» 7. O
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3.3 Object Types

Objects are collections of methods that return results but do not have arguments
other than self, so accordingly the type of an object associates to each method
its return type. The type of an object [ma=c(x4)balycp can be written as
[Ma : Ta] 4e p> Where each method mg has type 74.

Example 3.3.1 (Shape Type). For example the shape object in example m
has the type: [pos: [x : Nat,y : Nai], area : Nat]. We can say that pos is a field of
a nested object type with two fields # and y storing natural numbers, and area
is a method returning a natural number as a result. However, the type of an
object does not actually make a distinction between fields and methods, which
corresponds with the fact that syntactically and operationally in the ¢-calculus
fields are just special kinds of methods.

3.3.1 The Simplest Definition

We start with a simple and intuitive definition of object types. If 74 are types,
then the object type a = [mq : 7q| e is the set of all pairs formed from an
index k& and an object value [mg=¢(xq)ba] e p, Where each method ¢(x4)bg has
method type o ~» 74 with approximation k. This definition of objects is well-
founded since the definition of method types depends on values having type «
only with approximation strictly smaller than &k (Def. .

Definition 3.3.2 (Simple Object Types).
[ma : Talge p = {(k, [ma=<(za)bal g p) | YAED, (k, (xa)ba)€ [ma : Talgep ~> Ta}

It turns out that this definition validates the usual typing rules for object
types given in Figure [3.1]

According to rule OBJ an object has an object type if the methods in the
object are exactly the ones specified by the type and if we can independently give
each of these methods their appropriate type, under the additional assumption
that the self argument has the type of the whole object. As we will see in an
example this turns out to be quite powerful.

A method invocation type checks when the target has an object type con-
taining the invoked method. The type of the invocation is then the type of the
invoked method (INV).

The rule for method update (UpD) is similar, the method needs to already
exist and have the same type as the updating one. Therefore method update
preserves the type of the target object.

In the following we give some example type derivations using the rules.

Example 3.3.3 (Invocation). Consider the term [f=[], m=¢(x)z.f].m, which
constructs an object with a field f storing the empty object and a method m
returning the content of f, and then invokes m on this object. The type of this
term is the empty object typeEI as illustrated by the following derivation. For

2By [] we denote both the empty object and the empty object type, however it should be
clear from the context which one to consider.
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Let o = [mg : Talyep

Vd e D.S[zgr— o] Ebg:Tq

(OBYJ) S E =< @albalyey @ (VAR) ¥ =z : X(2)
YEa:a e€D YEa:a e€D XEzrz—allEb:Te
(INV) YEame: T, (Up) YEame =¢(@)b:

Figure 3.1: Typing rules for object creation, method invocation and update

brevity we denote X = [x — [f : [],m : []]]

YEa:flm: ] (Var)
(OBy) S = : ] SEaf:]
0 =l m=s@)z.f]:[f: [,m: ]
0= =0, m=c()z.fl.m : ]

(OBJ)

(OBJ)
(Inv)

Example 3.3.4 (Showing Non-termination). Only with object types we can
already type the non-terminating program from Example This illustrates
the power of the object creation rule OBJ, which allows us to add the premise
that the self variable x has type [m : a] when checking that 2.m has type a.

(VAR) [z — [m:a]] Ex:[m:a]

(Inv) . .
(OBY) (Z)[x =~ [i” o]l = :Em ..a
(Inv) = [m=¢(z)z.m] : [m : o]

0 = [m=s(z)z.m].m :

Please note that in the derivation above o can be any type including L. Since
there are no values of the empty type L, and since well-typed terms do not get
stuck, we can conclude that the term is non-terminating. This example clearly
illustrates that all types including | are inhabited, and also that terms do not
have unique types.

Example 3.3.5 (Update). The following derivation illustrates that it is possible
to update a method to a field in a type-safe way. The method is initialized to
the diverging computation, so it has any type including the empty object type
which we consider for this derivation.

gy YA = ] s )

Onyy = I T E @ | L ED: 0 (08y)
0 & [m=c(z)z.m] : [m : ]

(Inv)

0 E [m=c(@)zamlan = [ : m: ]

Converting fields into methods is also possible.
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3.3.2 Subtyping

“No object calculus can fully justify its existence without some no-
tion of subsumption” — Luca Cardelli [AC96a]

The usual way to formalize subsumption is by defining a subtyping relation
on types. A type « is a subtype of another type  (which for reasons that will
become evident we write as a C (3), if all terms having type « also have type
(. We express this as the following subsumption rule which allows us to use a
term of a more speciﬁ(E| type than the context requires:

Yka:a aCpf
YkEa:p

(SuB)

Since in a step-indexed model types are just sets, the natural subtyping
relation is set inclusion. This subtyping relation forms a complete lattice on
types. The least upper bound is given by the union and the greatest lower
bound by the intersection. The least element is | and the greatest is T. The
properties commonly used when type checking are given below as rules:

aCt 7Cp

(SUBREFL) a C « (SUBTRANS)
aCp

(SuBToP) « C T (SuBBoT) L C«

The least we can expect from an object calculus in terms of subsumption
is that an object with more methods is able to subsume any object with fewer
methods of the same types. The intuition is that the object with more methods
can emulate the one with fewer ones in every context, since the extra methods
do not cause any harm. An object type should thus be a subtype of every object
type containing only some of its methods. We call this subtyping in width and
formalize it as the following rule:

ECD

[md : 7—Ul]deD - [me : Te]eeE

(SuBOBY)

Unfortunately the simple definition of object types we considered so far does
not validate this subtyping rule. There are two reasons for this, the first one is
easy to understand and fix, while the second is more subtle.

The first reason subtyping for objects fails is that in Def. [3.3.2] we require an
object type to contain only the objects which have ezactly the methods defined
by it. This clearly rules out all objects which have not only the methods of the
type but also additional ones. An easy way to repair this is to allow objects with

3We commonly say that « is more specific than 3, or # is more general than a, when « is
a subtype of (3.
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any additional methods to appear in the object type. The candidate definition
would be:

[ma : Td]deD 2 {(k, [mezg(me)be]eeE) |DCE,
VdeD, <k,§(xd)bd> € [md : Td]deD ~ Td}

Please notice the extra condition D C E, which allows the methods of the object
to be a superset of the methods listed by its type.

While this is a good start, this definition still does not validate SUBOBJ. In
order to understand why we need to look at subtyping (i.e. set inclusion) between
method types. The rule corresponds to the usual subtyping for function types
in the A-calculus [Bar92]. Intuitively a method of type a ~» 3 will also work for
any self argument of a type more specific than «, and the result it produces can
be viewed as having a more general type than f.

o Ca BCp
a~pCa ~wp

(METHSUB)

We say that the method type constructor is contravariant in the type of the
self argument and covariant in the result type. More formally in our model
covariance corresponds to monotonicity, while contravariance corresponds to
anti-monotonicity.

Definition 3.3.6 (Covariance). A type constructoﬁ F is covariant if
Vo, B€Type. « C = F(a) C F(B)

Definition 3.3.7 (Contravariance). A type constructor F' is contravariant if
Yo, f€Type. a C = F(B) C F(«)

Definition 3.3.8 (Invariance). A type constructor is (strictly) invariant if it is
neither covariant, nor contravariant.

The contravariance of method types in their argument type causes the fol-
lowing attempt to prove SUBOBJ to fail.

Proof Attempt. Let E C D. We would like to show that [mg: 74),cp C
[Me : Te|cp» OF equivalently that for all k > 0 if (k,v) € [mg : 74]4cp then also
(k,v) € [me : 7] We attempt to prove this by a course-of-values induction
on k.

Let & > 0 and (k,v) € [mgq : T4ly4cp- By the definition above we have that
v = [ma=¢(xa)ba]ycp where D C D’ and for all d € D we have (k,¢(2z4)bq) €
[ma : Talgep ~ 74 By tramsitivity we have that £ C D’. Let e € E, since
E C D we have that (k,s(zc)be) € [ma : Ta]g4ep ~ Te- From this we would need
to show that (k,¢(zc)be) € [Me @ Telocp ~ Te-

The induction hypothesis is that for all j < & if (k,v) € [mg: 74]y4cp then
also (k,v) € [me : Te] cp- By Lemma which is just a more precise version
of METHSUB we give later, we obtain that if (k,c(x)b) € [me : Te],cp ~ Te then
also (k,s(x)b) € [mq : Talgep ~ Te. Please notice that this is the opposite of
what we want to show, and the two statements are the same only for £ = D,
but in that case the conclusion is trivially true anyway.

ecE"

4A type constructor is just a function from types to types.
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So the contravariance of method types in their self argument causes SUBOBJ
to fail. The only solution we found to overcome this is to “unroll” the definition
of method types and only require methods to work with the current object as
the self argument.

[ma : Tdl4ep = {(k, [me=¢(2e)be]eep) | D € E,
Vd€D7Vj<k. ([acd = U] (bd) i Td}

This definition turns objects into records of methods with proper subtyping,
similar to the ones from the introduction. The method update rule UPD is
clearly invalidated, however adding an extra condition finally solves this. We
require that the object obtained by replacing a method with one of a proper type
stays in the original object type, but only with a strictly smaller approximation
index. Decreasing the index is once again crucial to ensure the well-foundedness
of the definition.

Definition 3.3.9 (Object Types with Subtyping). Let a = [mq : 744 in

as {{k,v) [v= [me:<(xe)be]e€E’D CE,
VdeD. Vj<k. ([xq — v] (ba) :j Ta
A Ys(x)b. (j,c(x)b) € o ~ T4
= (4, [ma=<(@)b, me=c(xe)be] e p\(ay) € )}

With this definition we can prove the soundness of the semantic rules from
Fig. as well as the soundness of the rule for subtyping in width (SUBOBJ).

Example 3.3.10 (Minimal Types). Unlike in a syntactic setting, the absence
of type annotations does not cause the ¢-calculus to lose the minimal types
property. Consider for example the term [m=q¢(x)[m=¢(y)[]]] used by Abadi and
Cardelli to show that the minimal types property breaks if type annotations are
removed from their calculus [AC96al, Section 8.3.1]. As the following derivations
show this term has both type [m : [m : []]] and type [m : []]:

©w) . F]]
B = T ) EN
B mms@lm=s(u) (1] b sl (]
©) . F ] 0 fm)
o) =@ ] e
o - =)
D m=e(@)im=s(I] [ ]

In the type system of Abadi and Cardelli these types would have no common
subtype. However, in our semantic model every collection of types has a common
subtype given by their intersection. In particular [m : [m : []]] and [m : []] have
[m: [m:[]]]N[m : []] as their most general common subtype (i.e. greatest lower
bound), and our term can also be given this intersection type [Pie92, BDCd95].

0= Im=c@)m=s@)]] : [m: [m:[]] 0 [m=c(@)m=c@)]: [m: ]
0 k= [m=c(@)[m=c(y)[]] : [m : [m: []] O [m: ]
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Subtyping in width considers objects types with more methods to be subtypes of
objects with less methods, as long as the type of the common methods is exactly
the same. Under this assumption we say that object types are invariant in their
components. We may wonder if we can relax this to allow the components to
be subtyped as well. For example records satisfy the following rule for covariant
subtyping in deptlﬂ:

YdeD. ag C (4

{fa:aataep € {fa: Bataep

This rule holds for records only because they are immutable. However method
update changes the state of objects, so subtyping in depth would be unsound
in any model as the following counterexample shows.

Counterexample 3.3.11 (Subtyping in Depth). Please consider the following
term ([f=[g=[]], m=s(z)x.f.g].f == []).m. It creates an object with a field f and
a method m, it updates the field f to the empty object and then it invokes the
method m. The field f initially stores an object with one field g containing the
empty object, and the method selects the content of this inner field, so the type
of the initially constructed object is [f : [g : [|], m : []] as shown by the derivation
t below (we denote X =[x — [f:[g:[]],m:[]]] and ¥ =X[_— [g: []]])-

Vam) S [ g [)m )
(08) T E[: ] SEadlg: (]
SE=0:lg: 0 SE oty
0 F=lg=1]m=<(@)a-f-g]: [f : lg: [l,m: []

We cannot directly apply the UpPD rule since the update of f is not type pre-
serving. However, if we had a rule for covariant subtyping in depth we could
derive that [f : [g: []],m:[]] C[f:[],m:[]], so by subsumption the object that
we initially constructed also has type [f : [J, m : []]. Now the update would be
permitted and the whole term would be considered well-typed.

t = (Omy)
(OBJ)

gD <l |
(SuB) t [Felg:Mm:01C[f:[,m:][] (WRONG!)
oy VE [=lo=ll.m=s(@)a-Fol [ : L ]
(onyy LEV=l=llm=s@z fglf = f : [,m ]
l9=

0= (If=

However, it is easy to see that this term gets stuck in three steps because the
method m tries to access the inner field ¢ which no longer exists after the update.

([f=lg=ll], m=c(z)x.f.9].f = []).m — [f=[, m=c(z)x.f.g].m
— [f=[,m=c(z)x.f.g].f.9 — [].9 »

If contravariant subtyping in depth is allowed then we can construct a similar
counterexample. Intuitively, methods can be both invoked (read) and updated
(written) so like the references in ML [MTMO96] they need to be invariant when

5For simplicity we did not also consider subtyping in width in the rule.
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subtypingﬂ However, subtyping in depth is important because it would increase
the expressive power of the type system. For example with the encoding of
procedures from Section the type of procedures o — ( can be encoded
as [arg : «,eval : B]. However, with object types that are invariant in their
components such an encoding clearly does not validate the usual subtyping rule
for procedures:

o Ca pBCp o Ca pCp
=
a—3Cao =3 larg: o, eval : B3] C [arg: o, eval : B']

(WRoNG!)

In the next section we show that by tracking the variance of the methods
and restricting certain invocations or updates we can still soundly allow con-
travariant respectively covariant subtyping in depth for object types.

Subtyping in a step-indexed semantic model was previously considered by
Swadi [Swa03, Section 3.4]. However, his typed machine language is much
different than the ¢-calculus. In particular it does not have object types, so
many of the subtle issues discussed in this section do not appear there.

3.4 Object Types with Variance Annotations

3.4.1 Definition and Rules

Abadi and Cardelli discovered that, by restricting certain updates and invoca-
tions, covariant respectively contravariant subtyping in depth for object types
can be soundly allowed [AC96al, Section 8.7]. Each method of an object type
[Md :v, Talgep is assigned a variance annotation v € {0, +, —}.

Methods annotated with “0” correspond to the ones we have considered so
far. They can be both invoked and updated, but as before they need to be
considered invariant when subtyping. Methods annotated with “+” can only
be invoked but not updated, so they are treated as covariant when subtyp-
ing. Similarly, methods marked with “—” can only be updated, and are thus
contravariant.

The semantic typing rules for objects are slightly changed (Figure . The
rule for object creation is the same as before, just that we can also chose the
variance annotations in the type of the created object (VAROBJ). A method
invocation is well-typed only if the method is marked as covariant or invariant
(VARINV). On the other hand, a method update is allowed only if the method
is contravariant or invariant (VARUPD). The new rule for subtyping allows not
only subtyping in width, but also in depth (VARSUBOBJ1). As expected an
object type is covariant in its methods annotated with +, contravariant in the
ones annotated with —, and invariant in the ones annotated with 0 (if v, is 0
then we assume both a. C . and (. C a., which is just a. = G.).

If we consider only these typing rules the type system is not more flexible
than the one we had before. Methods marked as covariant are effectively read-
only, like the fields of a record. Contravariant methods are write-only “black
holes”, which can never be read so they hardly have any use. VARSUBOBJ2 is
the typing rule that adds the missing flexibility.

6For the same reason Java arrays should have been invariant, but due to a poor design
choice they are covariant. This is unsound and is rectified by doing costly dynamic checks on
each array write operation.
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Let o = [mq 1w, Tdlyep

Vde D. Sz — o] Ebg : T4
Y [md:g(xd)bd]deD B

(VAROBJ)

YEa:a e€eD v, e {+,0}

VARINV
( ) Y Eame:Te
(VarUpp) S @ ¢€D v ci=0} Xpralibim
by ): a.Me ‘= g(-’L‘)b [N’
ECD VeeE. (v. €{+,0} = a. C B.)
(VARSUBOBJ1) A (Ve € {0} = fe € ae)
(M vy Qdlgep € [Me v, Belecr
(VARSUBOBJ2) VdeD.-va =0V va=vy

[Mma v, Td]deD C [ma W TalaeD

Figure 3.2: Typing rules for the object types with variance annotations

VARSUBOBJ2 allows invariant methods to be regarded by subtyping as either
covariant or contravariant. Intuitively, this is sound since a method that can
be both invoked and updated can be safely used in a context where it is only
invoked, or in one where it is only updated. VARSUBOBJ2 gives us for example
that [m :o «] is a subtype of both [m :4 «] and [m :— a], while [m : o] and
[m :_ «] are not comparable to each other. This allows us to distinguish between
the invocations and updates done through the self argument (internal), and the
ones done from the outside (external).

The main idea is to type an object creation with an object type where all
methods are considered invariant, so that all invocations and updates through
the self argument (internal) are allowed, but have to be type preserving. Then
the subsumption rule is applied and some of the methods can become covariant,
some of them contravariant. Any external update to a covariant method and
any external invocation of a contravariant one are prohibited. However, the
internal invocation and update remain unrestricted. This is later illustrated in
Section

The new definition of object types follows naturally from the previous one
(Def. , which has a part about invocations, and a separate part about up-
dates. As before invariant methods have to allow both invocations and updates.
Covariant methods have to allow invocations, but not necessarily updates, while
contravariant ones have to allow updates, but not necessarily invocations.

Definition 3.4.1 (Object Types with Variance Annotations). o = [mg :v, Ta]4ep
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a £ {{k,v) | v=[me=c(ze)be) e, D C E,
VdeD. Vj<k. ((vqg € {+,0} = [xa — v] (bq) :j Ta)
A (vg € {—,0} = Vs(2)b. (j,s(x)b) € v ~ 7y
= (J, [ma=c(@)b,me=c(xe)be] e g\ (ay) € @)}

The simple object types considered in the previous section can be seen as
a special case of object types with variance annotations where all methods are
invariant.

3.4.2 First-order Encoding of Procedure Types

Object types with variance annotations are more expressive than the simpler
ones without. With the encoding of procedures from Section we can give
an encoding of procedure types that validates the usual subtyping rule, since
{(@ — B can be defined as [arg :— (@), eval :y {(B)]:

(') € Qo (Bh € (B
larg - (o), eval:y (B)] € [arg:— (o)), eval 1 (B)]

(VARSUBOBJ1)

=

(/) < () (B) < (8
{la = pB) € (o' = 8

(SuBPRroC)

We first give any encoded procedure the type [arg ;o (@), eval ;o {(B))], so
that the argument field can be selected and used through the self reference. Then
the subsumption rule is applied and the object is given type [arg :— {«)) , eval : 4
{(6)], which by VARSUBOBJ2 is a supertype of [arg :g (), eval ;g {(B))]. Ex-
ternal selections of the arg field and external updates of eval are not allowed by
any sound typing rules. However this does not impede internal access, and is
in concordance with the intended usage pattern of an encoded procedure. An
encoded application first updates the field to the actual argument, and then
invokes the eval method that accesses it through self.

Example 3.4.2 (Eta). As an example we show that:

[f = Lo = B)] = (. f a)) = (o — B)

We use the following notations:
a= (M. f z) = [arg=¢(z)x.arg, eval=¢(x)(f.arg = x.arg).evadl]
7= {a— B) = [arg:~ (o)), eval -4 (B))]

[arg :0 () , eval :0 (B))]

[f—7] ¥ =Yz 1)

70

by

Please note that a cannot be given type 7 directly, since it selects the field arg
which is contravariant in 7. However, it can be given type 7y that is the same
as 7 just that all methods are invariant, and thus by subsumption a can still be
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given type 7. The complete typing derivation is given below.

Y Ex 7 (VAR)

(VAR) Y E f 7 ¥ | x.arg: (o)) (VARINV)

(VARUPD)

(VARINY) (Var) ¥ |z : 719 Y fargi=wz.arg: T (VARINY)

¥ | x.arg: () Y | (f.arg == z.arg).eval : {(3))
(VAROBJ)
YEa:1 (VARSUBOBJ2) 79 C 7
(SuB)
YSkEa:T

The semantic typing rules for application and abstraction can be proved
from the rules for objects. We start with a simple result about substitution.

Lemma 3.4.3 (Substitution). If X[z—a] E b : 8 and ¥ E a : «, then
S () 8

Proof. Let k >0, o 1 ©. From ¥ |= a : a by Def. [3.1.8| we have that o(a) : «,
so also o[z — a] i X[z — «]. From ¥ = a : « we have that o[z — a](b) :x 3, so
finally by Def. we can conclude that ¥ |= [z — a] (b) : §. O

Lemma 3.4.4 (LAM: Abstraction).
If Sz — ()] | (b)) : (B) then X k= (Az. b)) : {a — B)).
Proof. We make the following notations:
a = {(Az.b) = [arg=s(z)x.arg, eval=¢(x) [x — x.arg] ({b)))]
7= {a— B) = [arg:— (o), eval 1y (B))]
To = [arg o (&), eval ;g (B))]

¥ = Xx — 7]
The derivation is similar to the one in example |[3.4.2

(VaR) Y Ez: 19
¥ E z.arg: (o) t
YkEa:n To € 7 (VARSUBOBJ2)

YkEa:T

(VARINV)
(VAROBJ)
(SuB)

(VaR) Y Ez: 1o
Y Eaarg: (o) X[v— (o] E (D) (B)
Y [z = 2.arg] ((O) = (B)

(VARINY)

where t =

(SuBsT)

O

Lemma 3.4.5 (App: Application). If ¥ = ((a) : (6 — ) and & = (b)) : (B)),
then ¥ = (a b)) : ().

Proof. Let 7 = {(f — «)) = [arg :— (@), eval :1 {B))], then we have:
LEfa) T X)) (6)

S E (a)) -arg = () : 7
S E (@) .arg = (b)-cval: (o)
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In the following we omit the notation for encoded procedures and procedure
types, and use procedures and procedure types as if they were primitive.

Procedure types with proper subtyping can also be properly encoded using
the quantified types introduced in Section [3.6

3.4.3 Soundness of the Semantic Typing Rules

We have delayed proving any of the semantic typing rules for objects so that
we can give the proofs only in the more general setting of object types with
variance annotations. The semantic typing rules for the object types without
variance annotations from Section [3:3.2] are just corollaries.

Lemma 3.4.6. If all 74 are types, then [mg 1, Talycp is also a type.

Proof. The closure under descending index is immediate from Def. O

Lemma 3.4.7 (Object Construction). For allk > 0, for all sets D, for all object
types a = [Ma 1y, Talgep, for all objects [ma=¢(xa)ba]4ep, if for all d € D we
have (k,s(xa)ba) € o ~~ T4, then we can conclude that (k,[mq=¢(xa)ba] e p) €
a.

Proof. By induction on k. Since the base case k = 0 is immediate from Def.
we only consider k > 0. Let D be an arbitrary set, let a = [mq 1, Talgep
be an object type, and let [ma=<(24)balycp be an object such that Vd €
D. (k,s(xq)bg) € o ~» 74, we need to show that (k, [mq=¢(za)ba]sep) € @

Let j < k. By closure under descending index (Property we get that
Vd € D. (j,¢(xa)by) € @ ~> 74, so by the induction hypothesis we have that
(J, [ma=<(xa)baly4ep) € . Let d € D. We already have that (j,<(zq)bs) €
a ~ Tg, thus by Def. we obtain that [gcd — [mdzg(xd)bd]deD] (ba) 35 Td,
s0 [mg=¢(x4)bq]ycp satisfies the method invocation condition in Def.
indifferent to the variance annotations v,.

Let ¢(z)b be a method such that (j,¢(x)b) € a ~» 74. The updated object
[ma=<(2)b, mar=<(xa)bar] y ¢ p\ (4} satisfies the premises of the lemma, so by
induction hypothesis we get that (j, [mi=c(x)b, mar=<(xa')ba]yep\ay) € @
once again for any value of v4. Finally, by applying Def. for E=D we
conclude that (k, [ma=¢(24)bd]yep) € O

Lemma 3.4.8 (VAROBJ: Object Construction). For all object types with vari-
ance annotations & = [Mmgq v, Talgep, if for all d € D we have X[xq — o |= bq :
a4, then ¥ = [ma=¢(xa)ba] e p : @

Proof. Let k > 0 and o :x ¥. If we denote v = [mg=¢(za)(0 [aT] (ba))]4e
then we must prove that v :; . From the premises, by applying Lemma

for all d € D we obtain that (k,<(z4)(0 [x4T] (bg))) € @ ~ 7. Then by Lemma
we obtain that (k,v) € «, and by Property it follows that v :; a.
Finally, by Def. we conclude that ¥ = [ma=¢(24)ba]4cp : . O

Note. The induction would fail unless we strengthen the hypothesis to the one
in Lemma [3.4.7] The universal quantification over all objects with well-typed
methods is crucial for proving that method update preserves the type a.
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Lemma 3.4.9 (VARINV: Method Invocation). For all object types with variance
annotations o = [mgq 1y, Talyep and for alle € D, if ¥ = a: a and v, € {+,0},
then ¥ = a.me : Te.

Proof. Let k > 0 and o :; ¥. From the hypothesis by Def. we get that
o(a) :; a. Also by Def. it suffices to show that o(a).me : Te.

Let j < k such that o(a).m. —7 b and b . Since o(a) :x a by Lemma
we get that o(a) is safe for k steps, so by the operational semantics we
can infer that 3i < j such that o(a) —' v and v is a value thus irreducible. Since
o(a) :; a by Def. we get that (k —4,v) € a. By the definition of object
types (Def. it follows that v = [me=¢(2¢)be],c y where D C E, and since
ve € {+,0} also that [z, — v] (be) :k—i—1 Te. From o(a) —* v by the rules RED-
Ctx and RED-INV it follows that o(a).me —¢ v.me — [we — v] (be) —7 771 b.
Therefore by Def. we have that (k — j,b) € 7, so again by Def. we
can conclude that o(a).m. 1 Te. O

Lemma 3.4.10 (Closed Method Update). For all object types with variance
annotations & = [Mq v, Tdlgep, for all d € D, for all closed terms a’, and for
all closed methods <(x)b, if a’ 1, « and (k,s(z)b') € a ~ 74 and vg € {—,0},
then a'.mg = ¢(x)V 1} .

Proof. Let j < k such that a’.mg = ¢(z)b’ —7 b and b’ —». From a’ : «
by Lemma we get that o/ € Safeg, so by the operational semantics
we have that a’.mg = ¢(z)t/ —/=1 v.myg = ¢(2)b’. From RED-CTX by in-
version we get that o' —7/~' v. From o' 3 a, by Def. [3.1.4] we obtain
that (k—j+1,v) € a. From the definition of a (Def. [.4.1) we infer that
v = [me=¢(xc)be] e where D C E. From the rule RED-UPD we derive that
V" = [mag=c(x)b', me=c(2¢)bel e py (qy and also a’.mq = ¢(z)V/ =it ymy =
¢(z)b = b".

We have that k—j < k—j—1, and from the hypothesis that vy € {—,0}
and (k,¢(x)b/) € a ~ 74 so by Prop. also (k—j,c(x)bt/) € a ~ 74.
From all these by Def. we obtain that (k—j,b"”) € «. This together with
a'mg = s(x)) —I b and b’ - allows us to conclude by Def. that
a’'.mg = s(z)V 1 . O

Lemma 3.4.11 (VARUPD: Method Update). For all object types with variance
annotations o = [Mgq 1y, Talgep and for alle € D, if ¥ E a:a and X[z — o] =
b:7. and v. € {—,0}, then ¥ |= a.m. =¢(z)b: a.

Proof. Under the premises of the lemma we need to show that ¥ = a.m, =
¢(z)b: . Let k > 0 and o 3 X, by Def. it remains to be showed that
o(a)me = ¢(x)o(b) :; . From the hypothesis ¥ = a : a by Def. we
obtain that o(a) :; a. From the hypothesis X[z — o] = b : 7. by Lem
we also obtain that (k,s(z)o [z1] (b)) € a ~» T.. By putting them all together
and applying Lemma we conclude that o(a).m. == ¢(x)o(b) : a. O

Lemma 3.4.12 (Subtyping Method Types). If (k,c(x)b) € o ~ 7, [o/|, C
la], and [T], C |7'],, then (k,c(z)b) € & ~ 7.

Proof. Assume that (k,¢(z)b) € a ~ 7, [&/], C |af, and [7], C [7/],. We
need to show that (k,¢(x)b) € o ~ 7. Let j < k and let v be a value
such that (j,v) € o/, or equivalently (by Def. [3.1.2) (j,v) € |&'],. But by
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our assumption |&'], C |af, so (j,v) € |a,, and equivalently (j,v) € a.
From the assumption that (k,s(z)b) € «a ~» 7 by Def. we infer that
[ — v] (D) :; 7,0 [&— v](b) 3 |7],. By our third assumption |7], C |[7'],,
thus by Def. we have that [z — v] (b) :; [7'],, which is again equivalent
to [x +— v](b) :; 7'. Finally, by the definition of method types (Def. we
conclude that (k,s(z)b) € o/ ~ 7. O

Corollary 3.4.13 (METHSUB: Subtyping Method Types). If &/ C « and 7 C
7', then a~ 7 Ca ~ 7.

Proof. Immediate from Lemma [3.4.12] O

Lemma 3.4.14 (VARSUBOBJ1: Subtyping Object Types). E C D and for all
e € E if v, € {+,0} then a. C B, and if v, € {—,0} then B. C a, imply that
[Md vy O‘d]deD C [me i, B@]eeE'

Proof. Assume that E C D and that if v, € {+,0} then o, C [, and if
ve € {—,0} then 3. C a, (H). Let us denote o = [mq 1, Qalgep and 8 =
[Me tv, Belocp- We prove that for all £ > 0 and for all values v, if (k,v) € «
then (k,v) € 3, by course-of-values induction on k. The induction hypothesis is
thus that for all j < k if (j,v) € « then (j,v) € 8, or equivalently |a|, C 3],

Assume that (k,v) € «, then by the definition of o (Def. we have that
v = [Mme=¢(2c)be] ey D € C and for all d € D and j < k we have

Vg € {+,0} = [:L'd — 1}] (bd) jayg (H].)

vg € {—,0} = Ve(2)b. (J,¢(x)b) € a~ ag =
<j7 [mdzg(x)b’ mc:§(xc)bc}c60\{d}> co (HZ)

Since E C D and D C C then by transitivity £ C C. Let e € F and
Jj < k. We first show that if v/ € {+,0} then [z. — v](be) :j Be. Assume
that v, € {+,0}, so by the hypothesis (H) we have o, C B.. By E C D
and (H1) it follows that [z — v] (be) :j e, so by Def. it follows that
[ze — v] (be) 5y Be-

Second, we show that if v, € {—,0} then for all methods ¢(z)b such that
(J,s(x)b) € B ~ Be we have (j, [me=c(2)b, me=(2c)bcl.confey) € B As-
sume that v, € {—,0}, then by the hypothesis (H) we have that 8. C a,
which implies |fe], C |ac],. Let (j,<(x)b) € B ~» B, then since by the in-
duction hypothesis |a], C [3], we can apply Lemma and infer that
(J,s(x)b) € a ~» . Since e € D we can apply (H2) which gives us that
(4, Ime=<(2)b, me=c(2c)be] .ccn (e}) € @ Which by the induction hypothesis al-
lows us to conclude that (j, [me=c(z)b, mc=¢(zc)bc].ccqe)) € B- O

Lemma 3.4.15 (VARSUBOBJ2). If for all d € D we have vg = 0 or vg = V)
then [mq iy, Talyep C [Ma Wy TdldeD-

Proof. Let us denote o = [myq 1y, Talgep and o' = [mg W Tdldep- We prove
that for all & > 0 and for all values v if (k,v) € « then (k,v) € &/, by course-
of-values induction on k. The induction hypothesis is thus that for all j < k if
(4,v) € a then (j,v) € o/, or equivalently |af, C [o/],.
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Assuming that (k,v) € o we have to prove that (k,v) € o/. By Def.
we have that v = [m.=¢(z.)be] D C F and for all d € D and j < k we have

eckE>
Vg € {+70} = [{Ed — ’U} (bd) Y Td (Hl)
vg € {—,0} = Vs(2)b. (j,s(z)b) € o~ 74 =
<j’ [md:§(w)bv me:§(xe)be]eeE\{d}> €« (HQ)

Let d € D and j < k. We first show that if v/, € {+,0} then [z4 — v] (bg) :;
74. From the hypothesis we have that v/, € {+,0} implies vy € {+,0}, which
from (H1) implies [zq — v] (ba) :j Ta-

Second, we show that if v/, € {—,0} then for all methods ¢(z)b such that
(J,s(2)b) € o' ~ 74 we have (j, [ma=<(2)b, me=6(2e)be e py (ay) € - Assume
that v, € {—,0}, then using the hypothesis we can infer that vy € {—,0}. Let
(4,s(x)b) € o ~» 74, but by the induction hypothesis [a], C |a/], so we can
apply Lemma which gives us that (j,¢(x)b) € a ~ 74. From this by
(H2) we get that (j, [ma=c(2)b, me=c(xec)be].cp\ (4y) € @, and by the induction
hypothesis also (j, [ma=<(2)b, me=¢(z¢)be] e p\ (ay) € - O

3.5 Recursive Types

The introduction already presented a recursive type: recursive records. Here we
deal with a more general instance of the same idea. Recursive types were the
main motivation behind the model of Appel and McAllester [AMO1], and their
results directly apply here, therefore we do not go into much detail.

Example 3.5.1 (Natural Numbers). Let us return to the encoding of natural
numbers given in Section [2.3.3] Numbers were defined as objects with an iszero
boolean field and two methods yielding the preceding and the succeeding num-
ber. Let us examine this more closely: numbers are objects having two methods
returning other numbers. This means that the type of numbers contains two
methods of number type. The type of numbers is thus a recursive type, which
we can write as:

Nat 2 p(Xa. [iszero : Bool, pred : o, succ : a)

The type of pred and succ is the same as the type of the whole object.

The recursion type operator p computes a candidate fixpoint of a function
from types to types by repeatedly applying the function to L.

Definition 3.5.2 (Recursion Operator).
HE = {{k,0) | (kyv) € PP}

A type constructor F' is contractive if in order to determine whether a term
has type F(7) with approximation k + 1, it suffices to know the type 7 only to
approximation k.

Definition 3.5.3 (Contractiveness). A type constructor F' is contractive if for
all types 7 and for all £ > 0 we have:

LF(T)Jk+1 = LF(LTJk)Jk+1
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When additionally F' is contractive pu computes a fixpoint of F, that is
uF = F(uF). Recursive types satisfying this condition with equality are called
equi-recursive types, in contrast to the iso-recursive types for which pF is only
isomorphic to F(uF) via two constructs on terms named fold and unfold [Pie02,
Chapters 20 and 21].

Lemma 3.5.4 (Fixpoint). If F' is contractive then pF' = F(uF).
Proof. Given in [AMO01], Theorem 20.] O

The condition pF = F(uF) immediately gives raise to two semantic typing
rules which can only be applied when F' is contractive:

YkEa:uF

YEa: F(uF)
Y Ea: F(uF)

UNFOLD
( ) YkEa:puF

(FoLp)

Example 3.5.5 (Natural Numbers: Derivation). Returning to the natural num-
bers we can now show that 0 has type Nat. In Section we defined 0 as:

0 £ [iszero=true, pred=¢(x)z, succ=¢(z)|iszero="false, pred=z, succ=mx.succ|]

We use the following notations in the derivation below:

T = [iszero : Bool, pred : Nat, succ : Nat
Y=z~ 7] Y =3 7]

(TrRUE) X |= true : Bool (VAR) X Ex: Nat ¢t
(0 |= 0 : [iszero : Bool, pred : Nat, succ : Nai]
0 =0 : p(Aa. [iszero : Bool, pred : «, succ : al)

(OBY)
(FoLp)

Y |Ex:7 (VAR)
¥ = false: Bool Y Ex: Nat ¥ | x.succ: Nat

Y [ [iszero=false, pred=x, succ=x.succ] : T

(Inv)
t = (0BJ)
(FoLp)

Y | [iszero=false, pred=x, succ=x.succ| : Nat

Compared to the setting of Appel and McAllester [AMOI] we also have a
subtyping rule for recursive types, which is known as the Amber rule [Carg5].
In order to show that pF is a subtype of uG, it suffices to show that F(«) C G(f)
holds for all a C 3.

Vo, 3 € Type. « C 8= F(a) C G(B)

SUBREC
( ) pE C pG

Lemma 3.5.6 (SUBREC: Amber Rule). Given F,G : Type — Type, if for all
a and 3 such that « C 3 we have that F(a) C G(8) , then uF C uG.

Proof. Under the assumptions of the lemma, we have to show that uF C uG.
By the definition of the recursion operator (Def. [3.5.2)) we can equivalently show
that FF¥+1(1) C G¥*1(L). We do this by induction on k.
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Case k =0, since L C L by the hypothesis F'(L) C G(L1).

Case k > 0, then by the induction hypothesis we have that F*(1) C G*(L), so
by the hypothesis we infer that F¥*1(1) C GFF1(L).

O

Not all type constructors are contractive, still all the ones we consider in this
thesis satisfy a weaker condition called non-expansiveness. A type constructor
F' is non-expansive if in order to determine whether a term has type F(7) to
approximation k, it suffices to know the type 7 only to approximation k.

Definition 3.5.7 (Non-expansiveness). A type constructor F : Type — Type is
non-ezxpansive if for all types 7 and for all £ > 0 we have:

LE)] = LE(T ] )

Lemma 3.5.8. The object type constructor is contractive.

Umd Vg Td]deDJ k+1 Umd Va LTdJk]deDJ ket 1
Proof. It can be shown from the definition of object types (Def. [3.4.1)). O

Lemma 3.5.9. The procedure type constructor is contractive.

o — ﬁjm = H_Odk - WJkaH

Proof. This is immediate by Lemma [3.5.8| since procedure types are encoded
using object types as described in Section [3.4.2) O

Counterexample 3.5.10. The recursion operator y is not contractive. More
precisely, there exists F' contractive such that |uF|, , # [p[F]], - Let
k' =0and F = Xa.[m : [J]. We have that [pF], , = [p(Aa.[m:[])], =

L=

(O L)y = L [y # L =[], = [ D)D), = Lu(ra. L))
O Lm: Do)y = L Wb Doy = L 1P )

Lemma 3.5.11. The recursion operator p is non-erpansive, more precisely if
F' s contractive then:

[WE = p I_FJk:Jk:

Proof. We use the fact that [pF |, = |F¥(L1)|, [AMOI, Lemma 18.(a)] to derive:

WF )y = [FH D)), = [[FIE W) = Wi lF),
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3.6 Bounded Quantified Types

3.6.1 Vestigial Operators

Example 3.6.1 (Booleans). In Section we gave the Church encoding for
booleans. True was encoded as Az. Ay.x and false as Az. Ay.y. Both true and
false are procedures taking two arguments, and returning one of them. For every
type « true and false can be given the type @« — o — a, however we want to
capture this into just one type for booleans. We can do this using a universal
type (also known as polymorphic type) [Pie02, Chapter 23]:

Bool 2 Y(Aa.a — o — a)

We would expect that in an untyped setting Az. Ay.z and Az. \y.y are the
values of type Bool. However, this is unfortunately not the case. Our model
requires us to have introduction and elimination forms for quantified types, just
like in a typed setting. In a typed setting type abstraction would be written as
AX.a where X is a type variable, and type application as (a A) where A is a
type expression. Applying a type abstraction to a type expression causes the
expression to be substituted for the type variable in the body of the abstraction
(AX.a) A — a[X:=A]. Our type abstraction and application operators can
be viewed as reminiscents of the real operators after all types were removed,
therefore we call them vestigial operators. Polymorphic values are introduced
by a type abstraction construct “A.a” and eliminated by a type application
construct “a[]”. The boolean terms are redefined as follows:

true £ A Az \y. x false 2 A. A\z. \y. y
if b then a; else az £ b[] a1 a»

Our syntax of terms has to accommodate four new forms, the two for poly-
morphism (universal types) discussed above, and pack and open for type ab-
straction (existential types).

a,bz=...|Aalaf|packa]|openaaszinb
There are also new kinds of values, new reduction rules and contexts:
veVali=...| A a]|packwv
(RED-TAPP) (A.a)[] — a

(RED-OPEN) open (pack v) as z in b — [z +— v] (b)
Cle] ::=e]| ... | C[] | pack C' | open C as z in b

3.6.2 Definition and Rules

We consider both universal and existential impredicative quantified types. This
is the most powerful kind of quantified types, since the quantification is over
all types, including the quantified types themselves. In particular this is more
expressive then the let-polymorphism in ML where the quantifiers only range
over monotypes, which do not contain quantifiers. Impredicative quantified
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VreType. T Ca= X Ea: F(r)
SEAa:V.F

(TABs)

YEa:V.F 1€Type 7Ca
YEal:F(r)

(TApp)

dreType. 71 Ca A YE=a: F(T1)
Y Epacka: 3 F

(PACK)

YEa:3F VreTypeer Ca= Xz~ F(r)|Eb:

OPEN
( ) YEopenaasxzinb: g

BCa VreType.rC = F(r)CG(r)

SuBUNIV
( ) VoI C VG

aCph VreType. 1 Ca= F(r) CG(r)

SUBEXIST
( ) 3. F C 3G

Figure 3.3: Semantic typing rules for bounded quantified types

types were previously studied by Ahmed [Ahm04] for a A-calculus with gen-
eral references, so we follow her presentation and simplify whenever possible.
However, unlike in the work of Ahmed our quantifiers have bounds (bounded
quantification) and we are also studying subtyping.

Definition 3.6.2 (Bounded Quantified Types). Let F' non-expansive
VoF £ {{k,A.a) | V7. |T], €Type A |7], C |a], = Vj<k.a: F(r)}
JoF & {{k,pack v) | 37. |7], €Type A |7], C o], A Vi<k.(j,k) € F(r)}

Lemma 3.6.3. If « is a type and F' is a non-expansive function from types to
types, then Vo F' and 3, F are also types.

Proof. Immediate from Def. O

The typing rules in Figure [3.3] are resembling the second-order type system
for the functional object calculus of Abadi and Cardelli [AC95D].

Lemma 3.6.4 (TABS). Let F be a non-expansive function from types to types.
If for all types T such that T C o we have ¥ = a: F(71) then ¥ = A a : YV, F.

Proof. Let k > 0 and o :; ¥. We want to show that A.o(a) :x Vo F, so let 7 be
a set such that [7], € Type and |7], C |a],. Since |, € « by transitivity
7], € a. From the hypothesis we thus get that a(c) :x F(|7],), so by the
non-expansiveness of F' it follows that for all j < k we have o(a) :; F(7). By
Def. we conclude that A.o(a) :x Vo F. O
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Lemma 3.6.5 (TABs). Let F' be a non-expansive function from types to types,
a and T two types such that T C a. If X E a: Vo F then & = al] : F(7).

Proof. Let k > 0 and o 3, ¥. By Def. it suffices to show that o(a)][] %
F(7). Let j < k such that o(a)[] — b and b -. Since from the hypothesis
by Def. it follows that o(a) :x VoF, we can apply Lemma and
get that o(a) is safe for k steps. Thus by the operational semantics we infer
that 3i < j such that o(a) — v and v is a value thus irreducible. Since
o(a) ;i Vo F by Def. we get that (k — i,v) € Vo F. From the hypothesis
7 is a type and 7 C «, so |7], is also a type and also [7], C |a],. We can
thus apply the definition of the boundend universal type (Def. to get
that v = AV and b :x,—;—1 F(|7],), which is equivalent to b’ :5_;—1 F(7) since
F' is non-expansive. By the rules RED-CTX and RED-TAPP we also get that
o(a)]] =* AV [ =V —I771 b, so by applying Def. we first get that
(k — 4,b) € F(7) and from this we conclude that o(a)[] :x F(7). O

Lemma 3.6.6 (PACK). Let F be a non-expansive function from types to types
and « a type. If there exists a type T such that 7 C « and ¥ |= a : F(7) then
Y packa: 3, F.

Proof. Similar to the proof of Lemma m (type abstraction). O

Lemma 3.6.7 (OPEN). Let F be a non-expansive function from types to types.
If ¥ = a: 3, F and for all types tau such that 7 C o we have X[z — F(1)] =
b: [ then ¥ = opena as xinb: [.

Proof. Similar to the proof of Lemma W (type application). O

Lemma 3.6.8 (SUBUN1V). Let F' and G be two non-expansive functions from
types to types, and o and B two types such that 8 C «. If for all types T C 3
we have that F(1) C G(7) then Vo F C V3G.

Proof. We assume that (k, A. a) € V,F and show that (k,A.a) € V3G. Let 7 be
a set such that [7], € Type and [7], C |3],. From the hypothesis 8 C «a so also
18], € |a,, and thus by transitivity |7], C |a],. Let j < k, since (k,A.a) €
Vo F by the definition of the universal type (Def. we get that a :; F(7).
Since F is non-expansive this is equivalent to a :; F(|[7],). But |7], € Type
and 7], C 8], € B, so by the hypothesis we infer that F'(|7],) € G(|7].)-
This means that a :; G(|7],) and equivalently that a :; G(7). By Def. it
follows that (k, A.a) € VgG. O

Lemma 3.6.9 (SUBEXIST). Let F' and G be two non-expansive functions from
types to types, and o and B two types such that o C B. If for all types T C «
we have that F(1) C G(7) then 3, F C 35G.

Proof. We assume that (k,pack v) € 3,F and show that (k,pack v) € 33G.
From this assumption by Def. there exists a set 7 such that [7], € Type
and 7], C |, and for all j < k we have (j,v) € F(7), or equivalently since
F is contractive (j,v) € F(|7],). Since by the hypothesis o C 3 we also have
that |af, C [B],, so by transitivity also [7], C |5],.

Let j < k, as shown above (j,v) € F(|7],). Additionally we have that
7], € la), € a so by the hypothesis F'(|7],) € G(|7],). Thus (j,v) €
G(|7];), and since G is non-expansive also (j,v) € G(7). This together with
|7], € Type and |7], C |B], allow us to conclude that (k,pack v) € 33G. O
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From the definitions we can also easily show that the universal and existential
type constructors are contractive.

Lemma 3.6.10. The boundend universal and existential type constructors are
contractive.

WaFJk+1 = LvLaJk LFJka+1
LElaFJk-H = LHLO‘J}@ LFJkJ k+1

3.7 Semantic Typing Rules

In this section we repeat the semantic typing rules that we will use in the
remainder of this thesis. They define an interface that hides the internals of the
model, and in fact our model for the imperative object calculus also satisfies
this interface [HSOT].

Subtyping aCp

TCp
aCp

(SUBREFL) a C « (SUBTRANS)

(SuBToP) « C T (SuBBoT) L C«

o Co pCp
«—pCad

(SuBPROC)

ECD VecE. (ve€{+,0} = a. C B.)
A (e € {—,0} = B C a.)

(VARSUBOBIJ1)

[Ma vy O(d]deD C [me w, ﬁe}eeE

Vie D.vg=0V =/

(VARSUBOBJ2) v e = Ya
Md vy Tdlgep € [Md 1w, TaldeD

Vo, 3 € Type.a C = F(a) C G
(SuBREC) ° B € Type.a C = F(a) C G(B)

pE C pG
C VreType.7C A= F(r)CG
(sunty) LS @ V7 € Type 7€ 0= Flr) € G(r)

VoF C V3G

aCpB VreType.tCa= F(r) CG(1)

SUBEXIST
( ) do.F' C 3G

Figure 3.4: Semantic typing rules for subtyping
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YkEa:a

YkFa:a aCpf

(VAR) ¥ =z : X(z) (SuB) S Eaid

Procedure Types

Yx—alEb:
YEMb:a—0

YEa:f—-a XEbL:S

(Lav) YEab:a

(AppP)

Object Types Let a = [mg i, Tilycp

VdED.Z[l‘HaH:bd:Td

RO S  =c@abdlyep -

YEa:a e€D v, €{+,0}

VARINV
( ) YEame:Te

YEa:a e€D v.e{-,0} Zz—a]llEb:T
Y Eame =¢(x)b: a

(VARUPD)

Recursive Types If F' contractive then

YEa:pF

YEa: F(uF)
Y Ea: F(uF)

U
(UNFOLD) S a uF

(FoLp)

Bounded Quantified Types

VreType. 1 Ca=X =a: F(1)

TA
(TABS) SEAa:VF

YEa:VF 71€Type 7 Ca
LkEal:F(r)

(TAPP)

IreType. 7Ca A X E=a: F(1)

PAck
( ) Y Epacka: 3, F

YEa:3F VreTypeer Ca= Xz~ F(1)|Eb: [

O
(OreN) Y openaaszinb:f

Figure 3.5: Semantic typing rules for object, procedure, recursive and bounded
quantified types
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Chapter 4

Syntactic Types

The semantic type system from Chapter [3]is sound, but type checking ¢-terms
with respect to it is clearly undecidable. One important reason for the undecid-
ability is that type variables are not explicitly considered in the semantic typing
rules for recursive and quantified types. The preconditions of these rules are
therefore expressed by quantifying over the infinite set of all types.

One possible solution was given by Swadi, who added type variables to a
step-indexed semantic model and used a semantic kind system to track the
contractiveness and non-expansiveness of types with free type variables [ARS02]
Swa03].

We take a different approach that allows us to keep the semantic model
simple, and still get decidable type checking. We introduce a syntactic type
system for the functional object calculus that tracks type variables and syntac-
tically enforces the contractiveness of the type expressions used with recursive
types. We prove the soundness of the syntactic type system with respect to the
semantic model presented in Chapter

The syntactic type system works on terms with type annotations, and it has
the minimal type property, but it does not have intersection types since they
are not required by our high-level calculus. It has iso-recursive types which are
straightforward to implement compared to the equi-recursive types we consid-
ered in the semantic model. Finally, the syntactic type system also has bounded
quantification. Pierce has shown that even in a syntactic setting with fully an-
notated terms bounded quantification is undecidable, but also that it can be
easily made decidable by adding a simple syntactic restriction on the subtyping
rule for bounded universal types [Pie94].

4.1 Revised Syntax of Terms

The operational and step-indexed semantics of the ¢-calculus were defined with
respect to an untyped syntax of terms. However, type annotations are very
useful for guiding type checking, rendering it tractable in practice. For this
reason we only type-check fully annotated programs according to the syntax
given in Figure Note that in order to avoid considering encodings again we
added first-class procedures to the language.

As in many compilers for practical programming languages, type annotations

41



42 CHAPTER 4. SYNTACTIC TYPES

a,b = z (variable)
| [ma=c(xa:A)ba]4c p (object creation)
| am (method invocation)
| am=c¢(z:A)b (method update)
| Ax:A.b (procedure)
| ab (procedure application)
| unfold,x.aa (recursive type unfold)
| fold,x.aa (recursive type fold)
| AX<AD (type abstraction)
| aA (type application)
| pack X<A=Cina:B (creating existential package)
| openaas X<A,z:Bin b:D (opening package)

Figure 4.1: Syntax of terms with type annotations

are discarded after type-checking, and do not have any computational effect
[Pie02]. Type erased programs are evaluated under the operational semantics
given in Chapter [2] The main technical result of this chapter is that well-typed
programs are guaranteed to evaluate safely once type-erased.

4.2 Syntactic Type System

In order to have a sound type system, we need to reject meaningless recursive
types like 4 X.X, and to enforce that the meaning of recursive types is really
that of a fixpoint operator on types. Our semantic rules for recursive types
state that pF' is a fixpoint of F', only under the condition that F' is contractive
(Figure . As we have previously shown the type constructors we use here are
contractive (Lemmas [3.5.8] [3.5.9| and [3.6.10)), with the exception of the identity
and the recursion operator itself (Counterexample , which are however
still non-expansive (Lemma . Therefore, we enforce contractiveness by
grouping type constructors into two syntactical categories.

Definition 4.2.1 (Syntactic Types).

A,B € SynTypes := A | X | uX.A

A,B = Top | Bot| A=B | [mg 1, Adlgep | YX<A.B|3IX<A.B
where v =0 + | —

The types denoted by underlined letters (A, B) are guaranteed to be con-
tractive, and therefore can be used in expressions of the form pX.A.

Definition 4.2.2 (Type Environments).
I=.|[,zA|T,X<A

The features of our semantic type system closely mirror all the ones we had
in the semantic setting. We consider object types with variance annotations,
procedure types, recursive types, bounded quantified types and subtyping.
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The type system consists of four typing judgements:

I'kFo Well-formed Environment (Figure
r+A Well-formed Type (Figure

'+ A< B Subtyping (Figure |4.3))
I'Fa:A  Term Typing (Figu

The inference rules defining our judgements are entirely standard [AC96al,
Car97, [Pie02]. A type environment is well-formed, if it does not contain any
duplicate bindings for variables and type variables (Figure . A type is well-
formed with respect to an environment I, if all its type variables are bound by
I' (Figure [1.2).

The subtyping relation is defined by the rules in Figure [£.3] which directly
correspond to the semantic typing rules in Figure 3.5 In particular SYNSUB-
OBJ1 and SYNSUBOBJ2 allow subtyping object types in width and in depth.

One surprising fact about the subtyping rule for bounded universals (SYN-
SUuBUNIV) is that it causes type checking to be undecidable in general. Asshown
by Pierce restricting this rule to universals with equal bounds (as in SYNSUB-
UNIV’ below) makes type checking decidable, at the cost of rejecting some safe
programs [Pie94].

I'A T,X<AFB<LKPB
I'VX<A.B<VX<LAB

(SYNSUBUNIV’)

Actually, even without this restriction the type checking semi-algorithms used
for similar type systems are efficient in practice on all interesting programs, and
are guaranteed to terminate on all well-typed ones [CW85| [Pie94].

The rules defining the syntactic typing relation for terms are given in Fig-
ure [£.4] The type annotations of the terms can be used to effectively guide
type checking, and they guarantee the existence of a minimal type for each ty-
pable term (although in this setting we do not have intersection types). The
unannotated term from Example [3.3.10] needs to be written now either as
[m=¢(z:[m : [m : [J]])[m=c(y:[m : []])[]]] in which case it has [m : [m : []]]
as a minimal type, or as [m=q¢(x:[m : []])[m=¢(y:m : [])[]]] in which case it has
[m : []] as a minimal type.

One other important difference to the semantic type system is that here
we are considering iso-recursive rather than equi-recursive types, so folds and
unfolds are tagged accordingly in the syntax of terms (Figure. In the sound-
ness proof the syntactic iso-recursive types can be reduced to the semantic equi-
recursive ones, since type erasure also removes folds and unfolds (Appendix.
However, iso-recursive types are more straightforward to implement, especially
in the presence of subtyping [Pie02, Chapter 21].
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Well-formed Environment I'ko

'FA z¢ Vars(I')

ENVE -k ENVV.
(ENVEMPTY) - F© (ENVVAR) T Ao

'FA X & TypeVars(T)

ENVTYPEVAR
( ) IX<AkFo
Well-formed Type A
ko ko
(TypeToOP) (TypEBOT)
T'+ Top '+ Bot
(TYPEVAR) L, X<A Ty F o (TyPEPROC) -4 TrB
T, X<A T, F X T'-A-B
YdeD. T+ A T, X<Topk A
(TyPEOBJ) ———— % (TyPEREC) kb
I+ [mg:Aalaep THuX.A
— I, X<AF B — I, X<AF B
(TYPEUNIV) I'-VX<A.B (TYPEEXIST) I'-3dX<A.B

Figure 4.2: Well-formed syntactic types and type environments
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Subtyping

r-4 (SYNSUBTRANS) PPASA TEASE
''FAKA 'HA<B

(SYNSUBREFL)

T'FA 'A

SYNSUBTOP) ——————— SYNSUBB -
(SYNSUB OP)FI—AgTop (SYNSUB OT)Fr—BotgA

I, X<A Ty ko

SYNSUBV.
(SynNSuBVar) [, X<A T, FX<A

THFA<K<A THFBLKB

SYNSUBPROC
( ) '-A-B< A—B

ECD Ve€E. (ve€{+,0} =TF A. < B.)
A(vee{—,0} =TF B, <A.)

SYNSuBOBJ1
( ) Tk [mg, Ad]deD < [me i, Be

ecE

Vde D.vg=0V vy =1,

SYNSUBOBJ2
( ) Fma twy Adlgep < [Mma wy, Adlaep

F'FpuXA THpY B TY<Top, XXYFALB
TFuX.A<pV.B

(SYNSUBREC)

TFA <A T, X<A+FB<LKB
I'VX<A.B<VX<A.B

(SyNSuBUNI1V)

'A< A I'X<AFB<LKB

SYNSUBEXIST
( ) I'-3X<A.B <3IX<A B

Figure 4.3: Syntactic subtyping
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(SYNSUB) 'ra:A THALB (SYNVAR) Iy, z:A, T o
Y U Y
I'ka:B I,z AT kFx: A
Procedure Types
Ie:A-b: B 'ra:B—A THFHbL:B

(SyNLAM)

(SYNAPP)

' Mx:Ab: A—B T'tab: A

Object Types Let A= [mq :, Adlgep

VdeD. T, z:AF by : Ag
Tk [mdzg(xd:A)bd}deD t A

(SyNOBJ)

'a:A eeD v, €{+,0}
'am.: A,

(SYNINV)

'ta:A eeD T,z:Arb:A. vee{—,0}
T'kame:=c¢(z:A)b: A

(SynUPD)

Recursive Types

'ka:puX.A
I' - unfold, x 4 a : A[X:=pX.A]

(SYNUNFOLD)

F'ka: A[X:=uX.A4]
I'foldyxaa:puX.A

(SYNFoLD)

Bounded Quantified Types

I, X<AFb:B
THAX<A.b:VX<AB

(SYNTABS)

T'Fa:VX<AB THA KA
'a A" : B[X:=A"]

(SYNTAPP)

'FC<A TFaX:=C]: B[X:=C]
I'Fpack X<A=Cina:B:3X<A.B

(SYNPACK)

I'Fa:3X<AB THD I X<A,x:B+-b:D
I'topenaas X<A,x:Binb:D : D

(SYNOPEN)

Figure 4.4: Syntactic typing of terms
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4.3 Semantic Soundness

In order to prove our syntactic type system sound, we relate our syntactic types
to their semantic counterparts, for which we have already proved soundness in
Theorem This approach is standard in denotational semantics [Mil78|
Win93| [Mit96l [AC96al; what is maybe surprising is the expressive power of the
step-indexed semantic model.

Definition 4.3.1 (The Meaning of Types). Let 1 be a finite map from type
variables to semantic types. If A is a syntactic type that only references type
variables in the domain of 7, then its meaning with respect to n is a semantic
type given by the following meaning function, which is recursively defined on
the structure of A.

[[Top]]77 =T
[Bof], = L
[X],, = n(X)

[A—B], = [4], — [BI,

[ima sva Adlaenl, = [md vy [[Adﬂn] D

[1X.A], = p(Aa€Type. [A],x,.qa)
[VX<A.B], = Vpa), (Aa€Type. [n[X — o],
[BX<A.B], = 343, (Aa€Type. [B], v, .q))

Property 4.3.2. If X¢FV(A), then [A],x . = [A],-

Definition 4.3.3 (n =T). If T is a well-formed type environment that only
contains type variables in 7, then we say that n satisfies I' if and only if the
following relation defined on the structure of I' holds.

nET nET n(X)C[4],
nET,z:A nkET, X<A

0k

Property 4.3.4 (Prefix). If n 11,0, then n =T

Definition 4.3.5 (Meaning of Type Environments). Given a map n and a
well-formed syntactic type environment I' that only contains type variables in
7, then the meaning of I' with respect to 7 is the semantic type environment
given by the following function defined on the structure of T'.

[1, =
T, x<A], = Irl,

[T, 2:A], = [T], [x . [[A]]n}
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We start by showing that the two syntactic categories of type expressions
correspond in fact to contractive and non-expansive functions in the model.
Then we prove a substitution lemma capturing the interaction between syntactic
type substitution and the meaning function. Those auxiliary results allow us
to prove the soundness of the subtyping relation, and ultimately the semantic
soundness of the syntactic type system with respect to the semantic model,
which immediately implies its type safety.

Lemma 4.3.6 (Contractiveness and Non-expansiveness).
For all A and A such that FV(A) C Dom(n) and FV(A) C Dom(n) we have:

1. [A] is contractive in 7.

2. [4] is non-

expansive in n

Proof. By mutual induction on the structure of A and A.
1. We first show that U[AH"J e = U[A]] LanJkH by case analysis on the

structure of A.

Case A = Top or A = Bot. Immediate.

Case A= A—B.

140,

141, — [B1, | (by Def.

k+1

l

141, = (181, (by Lemma F53)
(400, ], = [1BY, ), ), (nduction hyp)
{
1,

[4],, — (Bl | (by Lemma B5.9)
(by Def.

k+1

Jk+1

Case A = [mgq w, Ad gep- Similarly, from Lemma and the induction

hypothesis.

Case A =VX<A.B.

[[[A]]"J k+1 -

Va1, O [Blyixa) | - (by De.
Y, ), O [[Blypeea|)] by Lemma 5T
a1, |, O 18] x| k)J ., (duction lyp)
_V[[A]} Inla (Aa. [B] Ln[xHaUk)J - (by Lemma
_[[A]] LanJ . (by Def.

Case A = AX<A.B. Similarly, from Lemma [3.6.10| and the induction hypoth-

esis.
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2. We use case analysis on A in order to show U[A]]nJ - U[A]] ka K

Case A = A. Direct from 1. since contractiveness implies non-expansiveness.

Case A= X. U[X]]"Jk-u = n(X)];, = (X)), = HX]]MJ;CJk

Case A= pX.A. By Def. |4.3.1] we have [uX.A], = p(Aa. [A],x.))- Also by
the induction hypothesis [A n[X—al is contractive, so we can apply Lemma/|3.5.11

XA | =100 (4], (by Def.
= [n0a. (Al )] (b Lemma B5TT)
= |0 [[[A]] Xl Jka)Jk (induction hyp.)
= |10 1AL ), (by Lemma B5.11)
- U[MX.A]] Mka (by Def.

Lemma 4.3.7 (Substitution).
If X¢FV(B) and (FV(A)\ {X}) U FV(B) C Dom(n) then

[ADX =B, = [Al,x. g1
Proof. By induction on the structure of A.

Case A = Top or A = Bot. Trivial.

Case A= X. [X[X:=B]], = [BI, = [X],[x.-(1,]
Case A=Y # X. [Y[X:=B]], = [V], =n(¥) = [V],[x -1, ]

Case A= [mq v, Adlgep-

[[ma v, Adlyep [X::B]]]77 =
= [[ma v, Ad[XizB”dED]]n (by substitution)

= [ma s, [AaX=B]],) (by Det. [i3.1)
= [md vy [[Adﬂn[X»—»[[B]]nﬂ en (by induction hyp.)
= [[[md ‘vg Ad]deDﬂn[X._»[[B]]n] (by Def. 4.3.1])

Case A = B—B’. Analogous to the previous case.
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Case A = pY. A where Y#X and Y¢FV(B) (otherwise we a-rename Y).

[(uY-A)[X:=B]], =

= [nY.(A[X:=B])], (by substitution)
= p(Aa. [[A[X5:B]]]n[y._>a}) (by Def.
= u(Aa. [[A]]T/[Yr—wx] [X'—*[[B]]n[y_.aﬂ) (by induction hyp.)
= nAa [Alx sy, |y o)) (by Property
= [[uY.A]]n[XH[[B]]n] (by Def.

Case A =VY<A'.B' where Y#X and Y¢FV(B) (otherwise we a-rename Y').

[(VY <A .B)[X:=B]], =

= VY <(A'[X:=B]).(B'[X:=B])], (by substitution)
= V[[A’[X::B]]]n)\a- [[B/[X::B]ﬂn[y»—»a] (by Def.
= V[[A/]]n[xH[[Bnn] Aa. [[B']]W[Y._W] (X 1B], ] (by induction hyp.)
= V[[A,]]n[XH[[B]I"] Aa. [[B/]]U[XH[[B]],,][YHM (by Property
= [WY<A' B, gy, (by Def.

Case A =3Y<A'.B’. Analogous to the previous case.

Lemma 4.3.8 (Soundness of Subtyping).
If'F A< Bandn =T, then [A], C [B],

Proof. By induction on the derivation of I' H A < B. Case analysis on the last
applied rule.

T'FA

Case (SYNSUBREFL) TFA<a

[A], € [A], immediate by SUBREFL.

'A< A THAKLKB
'-A<B

Case (SYNSUBTRANS)

By the induction hypothesis we have that [A], C [A’], and [A'], € [B],.
Then by SUBTRrANS [A4], C [B],,.

FA

Case (SYNSUBTOP) —————
'A< Top

. [A4],, € T directly by SuBToP.

FA

C SYNSUBB _.
ase (SYNSUB OT)F}—BotgA

1 C [4],, directly by SuBBor.
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Fl,X§A7F2 Fo
[, X<AToFX<A

Case (SYNSUBVAR)

From n E T';, X<A,Ty by Property we also have n = T'y, X<<A. Def-
inition gives us then n(X) C [A],, by Def. n(X) = [X],, so
[x1, < TAT,.

'A< A THBLBHB

Case (SYNSUBPROC) TC A< A5
—Db < —

Applying the induction hypothesis to ' F A’ < A and I' = B < B’ yields
[A], € [A], and [B], C [B], respectively. By SuProc [A], — [B], <
(A, — [[B’ﬁn, and thus by Def. we get [A—B], C [[A’—>B;ﬁ]n.

ECD Ve€E. (ve€ {+,0} =T+ A. < B.)
Ave€e{-,0}=TFB, <A,)
'k [md ‘g Ad]deD < [me Ve Be}

Case (SYNSUBOBJ1)
ecE

By induction hypothesis for all e € E we get that if v, € {+,0} then [[Ae]]T7 C
[Bel, and if ve € {—,0} then [Bc], C [Ac],. Since also E' C D, then by

VARSUBOBJ1 we get that {md by HAd]]"]deD C {me e [[Ae]]n} - which by

Def. allows us to conclude that [[mg 5, Ad]deDﬂn C [[me . Ae]eGE]]n‘

VdeD.vg=0 V vy =1,

Fma twy Adlgep < [Mma wy, Adlaep

Case (SYNSUBOBJ2)

By VARSUBOBJ2 we obtain that [mg :,, [[Ad]]ﬁd]deD C [my W [[Ad]]nd]dep, SO

Def. 4.3.1 gives us [[[md ‘v Ad]dED]]n g [[[md :Vé Ad]deD
n

T'FuX.A TFuY.B T,Y<Top,X<Y-AZB
TFuX.A<pY.B

Case (SYNSUBREC)

Assume n E T, o and ( such that o« C 3, ' = n[Y = [][X —a], IV =
I, Y<Top, X<Y. It is immediate from SUBTOP that 8§ C T = [[Top]]777 s

nlY — p] | I',Y<Top. From this, because « C 3 and [Y],, 5 = B by
Def. we get that IV =7/,

Now we can apply the induction hypothesis for I = A < B, therefore [A],, C
[B],,- I'F pX.A implies that Y¢FV(A), and analogously I' - pX.B implies
X¢FV(B), so we can reformulate [A],, € [B],, to [A],x. o € [Bl,y—g- If
we denote F' = Aa. [4], v, ., and G = AB. [B], .4, then the last relation
becomes F(a) C G(B8). By SUBREC uF = uG, so finally by Def. we
conclude that [pX.A], C [nY.B],

o

'-A <A INX<A' BB

Case (SYNSUBUNIV) FFVX<AB<VX<A.B

We first apply the induction hypothesis to I' = A" < A and get that [A'], C
[A],, or if we denote o = [A], and g = [A],, then 3 C a. Let 7 be a
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type so that 7 C (3. Def. gives us that n[X — 7] E T', X<A’ so by
applying the induction hypothesis again, this time for I', X<A’ + B < B’
we obtain that [B], x, .. € [B'],x..- If we denote F(r) = [B],x .
and G(1) = [B],(x,.,), then applylng the rule SUBUNIV yields V, F C VsG.

Finally, by applymg Def. [£:3:T] to both sides of the inclusion we can conclude
that [VX<A.B], C [VX<A"B],.

TFAKA T,X<AFBLKB
I'F3X<A.B <3IXgA.B

Case (SYNSUBEXIST)

Analogous to the SYNSUBUNIV case.

O

Theorem 4.3.9 (Semantic Soundness).
IfT'Fa:Aandn =T, then [T, = E(a) : [A],.

Proof. By induction on the derivation of I' - a : A and case analysis on the last
applied rule.

I'Fa:A THALB
I'Fa:B

Case (SYNSUB)

From I' - a : A by the induction hypothesis we get [[], = E(a) : [A],.
Since I' H A < B by the soundness of the subtyping relatlon Lemma 4.3.8))
[A], € [B],- By SuB we conclude that [I'], = E(a) : [B],.

Fl,J?ZA,Fg Fo
F1,$1A,F2 Fx: A

Case (SYNVAR)

By VAR [I'1,2:A4 Fg]} E [[Fl,x:A,Fg]}n (x), so it suffices to show that
[I1,2:4,Ts], (z) = [[Aﬂ Since T'y,z:A4,T9 F o we have that « ¢ Vars(T's), so

by Def. - [Ty, z:A, Fg]] (z) = [I'h, z:X],, (z) = [4],.

I'z:AFb: B

C SyNLA
ase (SYNLAM) T g

Since by the premises of the theorem 1 = T', by Def. we also have
n ET,z:A. So from I',z:A + b : B by the induction hypothesis [[F,x:Aﬂn =

E(b) : [B],. By Def. p3.5 [T, z:4], = [T, [a:H [[A}]n] Thus by LAM

[Il, E Az.E(®) : [A], — [B],, and finally by the meaning of procedure
types (Def. [4.3.1)) we can conclude that [I'], = Az. E(b) : [A—B], .

I'ra:B—A T+Hb:B

Case (SYNAPP) I
ao:

From I' b a : B—A, by the induction hypothesis [I'], = E(a) : [B—A4],,
and thus by Def. [T, F E(a) : [B], — [A],- Also by the induction
hypothesis, from b: B we get that [I'], = E(b) : [B],. So by APP we can
conclude that [I'], = E(a) E(b) : [4],
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VdeD.T,x:AF by : Ag
C SYNO here A = wy A
ase (SYNOBJ) Ty — where [Mma v, Adlgep

By Def. from n =T we get n = T',2:A. We chose an arbitrary d from
D and we apply the induction hypothesis to I',z:A F by : Ay and get that

[T, 2:A], = E(ba) : [Adl,, or equivalently (Def.|[4.3.5) that [T, [x — [[A]]n] -

E(bg) : [Adl,- Now by VAROBJ we get that [I'], = [ma=<(zq)E(ba)lsep

[md oy [[Ad]]n]d o 50 by the meaning of object types (Def. [4.3.1)) it follows
€

that [T], = [ma=¢s(za) E(ba)lgep : [[ma v, Ad}deD]]n'

'ta:A eeD v,e{+,0}

Case (SYNINV) T I
a.me @ Ae

where A = [mg 1, Adlyep

Similar to the previous cases.

'a:A eeD T,z:AFb: A, v.e{-,0}
T'kame :=c¢(z:A)b: A ’

Case (SYNUPD)

where A = [mg 1, Adlyep. Similar to the previous cases.

T'kFa:pX.A

C SYNUNFOLD
ase ( ) I' - unfold, x 4 a : A[X:=pX.A]

From I' - a : 4 X.A by the induction hypothesis we have that [I'], = E(a) :
[1X.A],. If we plug in the definition of [uX.A], , and denote F(a) = [A], (x4
then we equivalently get [I'], = E(a) : pF. By Lemma we can derive
that I is contractive, so by UNroLD [I'], = E(a) : F(uF). We have that

F(uF) = [[A]]n[X'—w Ao LAL pxny)] = [[A]]n[XH[[uX.Aﬂn]’ and by the substitu-
tion lemma (Lemma ) that [[AHW[X’_’IIHX~A]]T,] = [A[X:=pX A]],, so finally
[T, E E(a) : [A[X:=pX.A]], as required.

I'ka: A[X:=puX.A]
I'fold,x.aa:puX.A

Case (SYNFOLD)

The proof for this case is a reversed version of the proof for the UNFOLD case.
We apply the induction hypothesis to T' F a : A[X:=pX.A] and obtain that
[T], E E(a) : [A[X:=pX A]],, which by Lemma (substitution) gives us
[T], E E(a) : [[A]]n[X'—»u(Aoc. AL xa)] If we denote again F'(o) = [A],x.—q)>
then [I'], F E(a) : F(uF). By Lemma F is contractive, so we can
apply FOLD to obtain [Fﬂn E E(a) : pF, which finally by Def. gives us
[T, = E(a) : [1X.A],

I, X<AFb:B

TA
Case (SYNTABS) o VX< AB

We need to show that [I'], F A.E(b) : [VX<A.B],, or equivalently by
Def. |4 that [I], EAE 73 Via, ( )\a [[Bﬂn[x»—»a])' Let us denote o = [A],,
and F = Xa. [B],x.q)» so that [[I‘]] E A. E(b) : Vo F remains to be shown.



54 CHAPTER 4. SYNTACTIC TYPES

Let 7 C «. By Def. nX — 7] E T, X<A, so we can apply the in-
duction hypothesis for I'' X<A F b : B, and get that [I', X<A],x, ., F
E(b) : [Bl,x . = F(7). By Def. and the fact that X ¢ TypeVars(T') we
have [I', X<AJ, x = ], x.- = [I],- Putting them together, we obtain
[T], E E() : F(r), which by TABs gives us [I'], = E(b) : Vo F.

'a:VX<AB THA <A

Case (SYNTAPP) ThaA :BX:=A]

We apply the induction hypothesis to I' F a : VX<A.B and obtain that [[I‘]]77 =
E(a) : [VX<A.B],. If we denote a = [A], and F(a) = [B], x4, then by
the meaning of universal types [I'], = E(a) : Vo F. From I' H A’ < A by the
soundness of subtyping (Lemma we have that [A], C [A], = a. By
TApp [I'],  E(a) : F([A'],), and from this by Lemma @ (substitution)
we finally obtain that [I], = E(a) : [B[X:=A"]],.

FrFC<A Tra[X:=C]: B[X:=C|
I'Fpack X<A=Cina:B:3dX<A.B

Case (SYNPACK)

We need to show that [I'], E A.E(b) : [3X<A.B],, or equivalently by
Def. that [I'], = A.E(b) : 3[[14]]"()‘0" [Bl,(x+—ap)- As in the previous
cases, we denote a = [A], and F' = Ao [B],y, - Thus it remains to be
shown that [I'], = A. E(b) : 3o F.

By Lemma m (soundness of subtyping) applied to I' - C' < A we get that
[C], € [A4], = a. From I' - a[X:=C] : B[X:=C] by the induction hypothesis
we get that 7E[F]} = A E(b) : [B[X:=C1]],. By the substitution lemma (Lemma
D we have [B[X:=C]], = HB]]W[XHHCM = F([C],). Finally, by PACK we
have that [I'], = A. E(b) : 3o F.

'ta:3X<A.B THD T, X<A,z:BFb:D
T'Fopenaas X<A,xz:Binb:D: D

Case (SYNOPEN)

From I' b a : 3X<A.B by the induction hypothesis we get [I'], = E(a) :
[3X<A.B],. If we denote a = [A], and F'(a) = [B],x._,), then by Def.
[Tl, E E(a) : 3aF.
Let 7 be a type such that 7 C «. By Def. nX — 7] ET,X<A 2:B, so
we can apply the induction hypothesis to I', X<A,x:B + b : D and get that
[I',X<A,2:B],x..,) & EO) : [D],x .- By Def. and the fact that
X ¢& TypeVars(T') we get [[F,XgA,a::B]]n[X,_W] = [[F,XgA]]n[XHT] {x — [[B]]W[XHT]} =
[T, [z = F(7)], thus [T, [z — F(7)] = E(®) : [D,.
Finally, by OPEN since [I'], = E(a) : 3oF and since for all 7 C a we have
[T, [x = F(7)] E E(b) : [D],, we conclude that [I'], = open E(a) as  in E(b) :
[[Aﬂn

O

Corollary 4.3.10 (Type Safety). Well-typed terms evaluate safely once erased.
Proof. Immediate from Theorems and [3.1.12 O



Chapter 5

Conclusion

5.1 Summary

In this thesis we introduced a step-indexed semantic model for the functional
object calculus, and used it to prove the soundness of an expressive type system
with object types, subtyping, recursive and bounded quantified types.

We started by presenting the functional object calculus, a very simple object-
oriented language. Its only primitives are the objects, collections of methods
that can be invoked and updated. The methods of an object can call each other
through a self argument, and this permits direct recursion. We showed how
other important constructs including procedures and classes can be encoded
using objects.

Using only the small-step operational semantics of an untyped calculus we
constructed purely semantic types as sets of values indexed by computation
steps. Intuitively, a term has a certain semantic type if it behaves like an
element of that type for any number of computation steps. The semantic types
were built as sequences of increasingly accurate semantic approximations, and
this was crucial when considering the term-level recursion inherent to objects,
but also when considering recursive types. The semantic type judgement was
defined independently of any typing rules and immediately guarantees the safety
of typable terms. The semantic typing rules are just lemmas that we proved
sound with respect to the model.

An important aspect of this work is the study of subtyping in a step-indexed
model, and its interaction with object types, recursive and quantified types. The
most natural definition of object types as collections of well-typed methods does
not validate any notion of subtyping because of the contravariance of method
types. So we first refined the definition of object types to validate subtyping
in width, then by restricting certain invocations and updates we could soundly
allow subtyping in depth for object types extended with variance annotations.

Type checking terms using the semantic typing rules is undecidable, so we
introduced a syntactic type system for which type checking can be made decid-
able. Finally, we proved the soundness of the syntactic type system with respect
to the semantic model, which immediately implies that well-typed terms are safe
to evaluate after type erasure.

%)
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5.2 Related Work

The functional object calculus was introduced by Abadi and Cardelli for inves-
tigating the theoretical properties of objects [AC96a]. The untyped ¢-calculus
and the syntactic type system we presented here are their work [AC96bl, [AC95b].
Abadi and Cardelli prove the soundness of their second-order equational theories
by constructing a fairly intricate denotational semantic model based on metric
spaces [MPS86]. The soundness of their second-order type system is an immedi-
ate consequence of the soundness of the equational theory [AC96al, Chapter 14].
If one was only concerned with types and not with equations, then a subject-
reduction proof would suffice. Abadi and Cardelli give subject-reduction proofs
for all the other type systems in their book.

Step-indexed semantic models were introduced by Appel and his collabora-
tors in the context of foundational proof-carrying code [AF00]. Their goal was
to construct more elementary and more modular proofs of type soundness that
can be easier checked automatically. They were primarily interested in low-level
languages, however they also applied their technique to a pure A-calculus with
recursive types [AMOI]. Later they successfully extended it to general refer-
ences, impredicative polymorphism [AAV03, [Ahm04] and substructural state
[AFMO5]. The step-indexed semantic model we presented extends the one for
recursive types of Appel and McAllester [AMO1] with method and object types,
subtyping and bounded quantified types.

Subtyping in a step-indexed semantic model was previously considered by
Swadi who studied a typed machine language [Swa03, Section 3.4]. Our setup
is however much different than the one of Swadi, so the subtle issues concerning
object types are original to our work. Swadi was also the first to explicitly
consider type variables in a step-indexed semantic model and used a semantic
kind system to track the contractiveness and non-expansiveness of types with
free type variables [ARS02, [Swa03]. We avoid having a more complex model
with type variables by additionally considering a syntactic type system which
we prove sound with respect to the semantic model.

Proving soundness with respect to denotational semantic models dates back
to the 70’s and was quite popular until it was replaced by subject-reduction.
The paper on subject-reduction of Wright and Felleisen gives a survey on the
type safety proofs based on denotational semantics and discusses some of their
problems [WF94, Section 2]. Most important, such proofs rely on different
and often unrelated proof techniques, and even a minor extension to a language
may require a complete restructuring of its denotational semantics and so a com-
pletely new approach to re-establish soundness. The monadic A-calculi [Mog91]
or the call-by-push-value calculus [Lev04] aim at structuring the denotational
semantics in such a way that at least some extensions can be done easier, still
they give no complete solution to such problems. Soundness proofs based on
step-indexed semantic models tend to be less affected by extensions to the un-
derlying calculus than proofs based on denotational models, and it seems that
at least in some cases they are more modular than subject-reduction proofs.
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5.3 Future Work

Step-indexed Model for the Imperative Object Calculus

The results of this thesis can be extended to the imperative object calculus of
Abadi and Cardelli [AC95a] [HSO7]. Syntactically the imperative object calculus
is very similar to the functional calculus considered in this thesis. However, its
semantics is defined with respect to a store: method invocations read from the
store and method updates modify the store. Executable code is also stored (i.e.
the store is higher-order) and aliasing is possible.

The semantic model for the imperative object calculus is an extension of the
step-indexed model for general references of Ahmed et. al. [AAV03], [Ahm04].
We refine the general references from Ahmed’s model to also encompass read-
only and write-only references, in a similar way to the references in the Forsythe
programming language [Rey88| [Rey96] [Pie02, Section 15.5]. We also add object
types with variance annotations, subtyping and bounded quantifiers to Ahmed’s
model. And although in the resulting model the semantic types are more com-
plex than the ones from this thesis, the model satisfies exactly the same semantic
typing rules (i.e. the interface given by Figures and .

Even more, the syntactic type system for the imperative calculus is exactly
the same as the one in this thesis, so all the results in Chapter [4] in particular
the semantic soundness theorem (Theorem and the type safety corollary
(Corollary , directly apply to the imperative object calculus. Well-typed
terms do not get stuck no matter whether they are evaluated in a functional
or an imperative wayﬂ It would not be possible to prove such a result using
subject-reduction, since the typing judgement for the imperative calculus would
also depend on a “store typing” that maps store locations to types, and thus be
different from the judgement for the functional calculus. However, since we are
not using subject-reduction, we do not need to type-check partially evaluated
terms which contain locations.

Very Modal Models of Types for Imperative Objects

The step-indexed model of Appel and McAllester [AMOI] used in this thesis,
as well as the model for general references of Ahmed et. al. [AAV03, [Ahm04]
which we extended and used for the imperative object calculus share a common
problem. The operations on values of quantified types require taking steps in
the operational semantics which are essentially no-ops. Ideally in an untyped
setting we expect to have no introduction and elimination forms for quantified
types such as pack and unpack (see Section . More severely, in the case of
the imperative object calculus the operational semantics of method invocation
had to be modified to take two computation steps, in order for it to match the
two different operations happening in the model: dereferencing a cell to get a
procedure and then applying the procedure to the self argument.

Appel et. al. recently proposed a new semantic model which among other
improvements also addresses this problem [AMRV07]. In this new model op-

IThis supports the claim of Abadi and Cardelli that the evaluation model is not important
when typing object calculi [AC96a]. It also shows that a very important feature such as state
can be added to a language without causing major problems for its type soundness proofs
based on step-indexed models.
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erations such as type abstraction and application are just coercions without
operational significance, and there are no explicit introduction and elimination
forms for quantified types. It would be thus interesting to see whether we can
more naturally accommodate imperative objects in this more general model.

Binary Logical Relations for Functional Objects

Proving the equivalence of programs is needed for verifying the correctness of
program transformations, for showing that the behavior of programs does not
depend on the implementation of abstract data types, for assuring that secret
information is not leaked by a program and more. In most settings we are
interested in proving that two programs are contextually equivalent, i.e. they
have the same observable behaviour in any context. However, this involves
quantification over all contexts so it is difficult to show directly, and one usually
employs a method known as logical relations [Tai67, [Gir72], [Plo73|, [Pit98], [Pit00].

Appel and McAllester gave not only a step-indexed model of recursive types,
but also sketched a step-indexed partial equivalence relation model [AMOI].
Ahmed later modified this model to obtain a step-indexed binary logical relation
that she proved to be an equivalence (the transitivity of the original relation is
still open). She also extended the model to impredicative quantified types and
showed that her relation captures exactly contextual equivalence [Ahm06]. This
was all done in a pure functional setting, and Ahmed hopes to scale it up to
support dynamically allocated mutable references. Equational reasoning in the
presence of state is generally regarded as a hard problem, one that is still open.

In the context of object calculi it would be interesting to see whether data
abstraction is preserved in the presence of objects, or if subsumption for objects
enforces information hiding. For the functional object calculus this should be
possible by extending Ahmed’s logical relation to object types and subtyping,
using probably some of the results of this thesis.

Program Logic for the Imperative Object Calculus

The imperative object calculus features dynamically-allocated higher-order store
(i.e. executable code can be dynamically stored on the heap). This feature is
present in different forms in most practical programming languages: pointers to
functions in C, callbacks in Java, or general references in ML.

Purely syntactic arguments do not suffice for proving the soundness of a
program logic for the imperative object calculus. The meaning of assertions is
not obvious, since they have to describe the code on the heap. In this setting
one can only prove soundness with respect to a semantic model, which makes a
clear distinction between validity and derivability: a logic is sound if everything
that can be derived using the rules is also valid with respect to the model.

However, finding good semantic models in which one can reason about the
behaviour of programs is challenging for languages with dynamically-allocated
higher-order store. Classical denotational models based on ordered sets tend to
become very complex. Usually for modelling dynamic allocation alone one has
to move to a possible-worlds model, formalized as a category of functors over
complete partial orders. And while the denotational models achieve the goal of
separating the notion of logical validity from derivability, in the existing models
many operationally valid equations involving state do not hold.
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The only program logic for the imperative object calculus found in the lit-
erature is the logic of objects of Abadi and Leino, which extends a simple type
system with first-order logic formulas about the store [ALI7, [AL04]. Reus and
Schwinghammer proved the soundness of this logic with respect to a denota-
tional model and extended it to recursive specifications [RS06al, [Sch06]. This
denotational model is already quite complex, still it is not abstract enough to
capture many natural equivalences involving state, and it does not have an
elegant treatment of subtyping.

Therefore it would be interesting to investigate whether the techniques used
for building simpler semantic models such as step-indexing, can also be used
to prove the soundness of the logic of objects. For example Benton used step-
indexing as a technical device together with a notion of orthogonality relating
expressions to contexts to show the soundness of a compositional program logic
for a very simple stack-based abstract machine [Ben05]. He also employed step-
indexing in a Floyd-Hoare-style framework based on relational parametricity for
the specification and verification of machine code programs [Ben06].

The logic of Abadi and Leino is similar to Floyd-Hoare logic [Flo67), [Hoa69]
and it does not allow local or modular reasoning [PB05, [KBAROG, NAMBO7].
It would thus be interesting to design a better program logic for the imperative
object calculus, one that allows local reasoning about the store like the separa-
tion logic of O’Hearn and Reynolds [ORY01l, [Rey02]. The first separation logic
for higher-order store was recently proposed by Reus and Schwinghammer, for
a very simple language of commands, so objects would be a big step forward
[RSOGD]. Finally, maybe the new logic could also allow modular reasoning about
abstract data structures, similarly to Reynolds’ specification logic [Rey82].
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Appendix A

Technical Definitions

A.1 Free Variables
FV(x) = {«}
FV(s(x)b) = FV(b) \ {z}
FV(Ima=s(za)bdl ge p) = Ugep FV(s(za)ba)

FV(a.m) £ FV(a)
a.m = ¢(x)b) = FV(a) U FV(s(z)b)

—~

FV

—~

FV(A.a) = FV(a)

=

1) £ FV(a)
pack a) = FV(a)
open a as x in b) = FV(a) U (FV(b) \ {x})

e
=
S

FV

—~

FV

—~

A.2 Capture-avoiding substitution

Let o be a finite map from variables to terms (a substitution). Then we define

the result of applying ¢ as follows.
o(r) = U(Jc if ze Dom(o)
o(x) £ x, if z¢Dom(o)
o(c(2)b) £ <(2') (o [2'1] ([z = '] (b)))m if 2’ FV(<(2)0)UU e pom(o) V(0 (2))

o([ma=s(za)bal e p) = [Ma=0(s(xa)ba)l 4e p

LOur notation is the same for applying a substitution to a term (the left-hand side), and
applying a substitution to a variable (the right-hand side). The first is the homomorphic

extension of the second.
2By o [z1] we denote o where the binding for « is removed: o [z1] £ o \ {(z, o (x))}.

3By [z ~ y] we denote a singleton map which only maps z to y: [z + ] £ {(z,y)}
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o(a.m) 2 (o(a)).m

(
o(a.m = (x)b) £ o(a).m = o(s(x)b)
o(A.a) £ A.o(a)
(all) £ o(a)
(
(

o(pack a) = pack o(a)

Q

o(open a as x in b) = open o(a) as 2’ in (o [2'1] ([z +— 2] (b)),
it 2/ ZFV(s(2)D) U U, pome) FV( (@)

Special Case: Closed Substitution

We say that a substitution o is closed if Ve€Dom(o). FV(o(z)) = 0. If o
is closed, then in the previous definition we can always trivially satisfy the
side-condition on the fresh variables by chosing 2’ = x. This gives us a sim-
pler, deterministic way of applying closed substitutions that does not employ
a-renaming. This case is particularly interesting, since our value environments
are closed substitutions.

o(r) £ o(z), if € Dom(o)
o(x) & x, if z¢Dom(o)
o([ma=s(xa)balge p) = [ma=s(za) (o [zaT] (ba))]ge p

o(a.m) £ (o(a)).m

(

(a.m = ¢(z)b) £ (0(a)).m = ¢(z)(o [z1] ()
o(A.a) 2 A.o(a)

(al]) 2 o(a)]]
o(pack a) 2 pack o(a)

(

o(open a as x in b) = open o(a) as x in o [z1] (b)

A.3 Type erasure

E(z) =
E([ma=<(z4:A)bdl 4 p) = [ma=<(xa)balqep
E(a.me) = E(a).m,

&

E(A\x:A.b) = \z. E(b)

(
(
(a.m
(@.me = ¢(2:A)b) = E(a).me = s(z) E(D)
(
E(ab) = E(a) E(b)

(

E(fold,x. 4 a) = E(a)
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E(unfold, x. 4 a) = E(a)

E(AX<A.b) = A. E(b)

E(a 4) = B(a)

E(pack X<A =Cin a:B) = pack E(A)

E(open a as X<A,z:B in b:D) = open E(a) as x in E(b)

A.4 Free Type Variables
FV(Top) = FV(Bot) = 0

FV(X) = {X}

V(pX.A) = FV(A) \ {X}

V(A—B) = FV(A) U FV(B)

V(lma vy Adlaep) = Uaep FV(Ad)
FV(VX<A.B) = FV(A) U FV(B) \ {X}

RS

FV(3X<A.B) = FV(A)U FV(B) \ {X}

A.5 Type Substitution

We consider types to be syntactically equal up to the a-renaming of bound type
variables, so that the side conditions for the last three cases in the definition
can always be satisfied by a-renaming type variables.

X[X:=B]=A

Y[X:=B|=Y,if X £Y

Top[X:=B] = Top

Bot|X:=B] = Bot

(A—A"[X:=B] = (A[X:=B])—(A'[X:=B])

[ma v, Adlgep [X:=B] = [mq v, Aa[X:=Bl]4ep

(LY.A)[X:=B] = pY.(A[X:=B]), if Y#X and YZFV(B)
(VY<A'.B')[X:=B] = VY <(A'[X:=B)).(B'[X:=B)), if Y#X and Y¢FV(B)
(3Y<A'.B)[X:=B] = 3Y<(A'[X:=B]).(B'[X:=B)]), if Y#X and Y ¢FV(B)
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