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Abstract

Implementations of tableau-based decision procedures often use an optimization
called backjumping. The goal of this thesis is to prove the correctness of the
backjumping optimization. To do so, we define an abstract class of terminating
tableau systems and show the correctness of a concomitant decision procedure
performing depth-first search with backjumping. Based on this framework we
obtain the correctness of a backjumping decision procedure for modal logic. To
the best of our knowledge, this is the first rigorous correctness proof for such a
procedure.
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Introduction

Tableau methods are used for various purposes in logic, especially as the basis for
decision procedures. Fitting [6] sees tableau methods as formal proof procedures
that try to refute a formula by “[breaking it] down syntactically, generally splitting
things into several cases”. They were invented by Beth [4] and Hintikka [12] and
later refined by Lis [22] and Smullyan [29]. Originally developed as proof proce-
dures for first-order logic, they were later extended to modal logics [7], description
logics [1], higher-order logic [2] and many more (see [6]).
Tableau methods have found use as decision procedures in theorem provers for
modal and description logics (e.g., FaCT++ [31], HTab [13], RACER [11] or Spar-
tacus [10]). These implementations use optimization techniques that are essential
for the practical performance. A particularly important optimization technique,
used by all of the above implementations, is backjumping.
Backjumping is a search optimization technique originally developed for constraint
satisfaction problems (CSPs). We will now give an example of backjumping for a
CSP, the satisfiability problem for propositional logic. Assume, for instance, we
search a satisfying assignment of the propositional formula (x1∨x4)∧ (x1∨¬x4)∧
(x1 ∨ ¬x2 ∨ ¬x3). Every clause is a constraint on a satisfying assignment. In our
case, every assignment where x1 = 1 is a solution.
The search space of a search problem can be represented by a search tree. In
our case, the search tree is a decision tree. Every node corresponds to a partial
assignment. For a node that is labeled with xi, the nodes in the left subtree
correspond to assignments that set xi to 0 and the nodes in the right subtree
correspond to assignments that set xi to 1. For example, Figure 0.1 is a search
tree for (x1 ∨ x4) ∧ (x1 ∨ ¬x4) ∧ (x1 ∨ ¬x2 ∨ ¬x3).
If a node violates a constraint, then it is labeled with ⊥ and called failed. We
search for a node satisfying all constraints, which is labeled with >. The usual
approach is to perform a depth-first search in the search tree. This is indicated
with dotted arrows in Figure 0.1. When the search reaches a failed node, then
it walks up in the tree until it comes to a node with an unvisited child. This
process is called backtracking. The whole algorithm, that is, depth-first search in
the search tree of a CSP, is also called backtracking search [27].
Backjumping is an improvement of backtracking search. It prevents exploring
certain useless parts of the search tree. For example, consider the subtree in
Figure 0.1 where x1 = 0. It cannot contain a solution because every assignment
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Figure 0.1: Search tree for the formula (x1 ∨ x4) ∧ (x1 ∨ ¬x4) ∧ (x1 ∨ ¬x2 ∨ ¬x3)
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Figure 0.2: Search tree from Figure 0.1 with backjumping
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where x1 = 0 violates either x1∨x4 or x1∨¬x4, depending on the value of x4. For
this reason, trying different values for x2 and x3, as done by naive backtracking
search in Figure 0.1, is a waste of time since it cannot possibly yield a satisfying
assignment.
Backjumping improves backtracking search by analyzing the reasons for failures.
In the case at hand, it determines that x2 and x3 are independent from the failures
in the first two leaves. Consequently, it does not try other values for x2 and x3
but directly “jumps back” in the tree to the node where x1 is set to a different
value, that is, 1. This is depicted in Figure 0.2.
The basic ideas of backjumping were introduced in different forms by Gaschnig [8]
and Stallman and Sussman [30]. The version of backjumping we are going to con-
sider is the one presented by Prosser [26] and Ginsberg [9]. Ginsberg also gives a
formal proof of the correctness of backjumping for CSPs. As the propositional sat-
isfiability problem can be seen as a CSP, backjumping can be used in DPLL-style
theorem provers. Nieuwenhuis et al. [25] give a correctness proof of backjumping
for a DPLL-style calculus that does not rely on a translation from propositional
satisfiability to a CSP. Backjumping has also been adapted to tableau methods
for modal logics and description logics [14, 15, 17, 19]. It has been observed to
yield a considerable performance improvement for reasoners deciding these logics
[16, 19]. Although backjumping has been used in the implementation of many
tableau-based theorem provers (see above), its correctness for tableau procedures
was only argued informally relying on the intuition that modal satisfiability can
be represented as a CSP.

Contributions

The goal of this thesis is to give a formal correctness proof of backjumping in
the context of tableau systems. For this, we define an abstract framework of
tableau systems and use it to give a formal description of a tableau procedure
with backjumping. Then we prove this procedure to be correct. This way, one
obtains a correct tableau procedure with backjumping for every tableau system
that is an instance of the abstract framework. As an example of such an instance,
we present a tableau system for the basic modal logic K. To the best of our
knowledge, this is the first rigorous correctness proof for a tableau procedure with
backjumping for modal logic.

Overview

In Chapter 1, we informally introduce the fundamental concepts of this thesis.
We present a tableau system for propositional logic and use it to explain how to
build a tableau using a depth-first strategy and backjumping.

13



Introduction

In Chapter 2, we define an abstract framework of tableau systems and discuss how
the propositional tableau system from Chapter 1 fits into this framework.
In Chapter 3, we present depth-first search for tableaux as a recursive procedure
and prove its correctness.
In Chapter 4, we first introduce the notion of a dependency sequent, which ex-
presses dependencies between nondeterministic decisions and inconsistencies or
formulas on a tableau. Then we use this notion to formulate a tableau algorithm
with backjumping as a recursive procedure. Finally, we prove this procedure to
be correct.
In Chapter 5, we present a tableau system for the basic modal logic K as a second
example of a tableau system that fits into our abstract framework besides the
propositional tableau system from Chapter 1.
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1 The Propositional Case

In this chapter, we will use an example tableau system for propositional logic to
give an overview of the techniques and algorithms used in this thesis.

1.1 Tableau Systems

1.1.1 Fundamental Notions

A tableau is a binary tree whose nodes are labeled with formulas. For a node
with two child nodes, the first child node is called the left child and the second
one the right child. The paths from the root to a leaf are called the branches
of the tableau. We say a formula is on a branch if the branch contains a node
labeled with the formula. Tableaux are constructed using tableau rules. We
consider rules of the form s1,··· ,sn , s1,··· ,sn

t
or s1,··· ,sn

t1 | t2 where s1, . . . , sn, t, t1 and t2 are
formulas. The set of formulas above the line is called premise, the formulas below
build the set of up to two possible conclusions. The rules are used to extend
a branch of a tableau. When a rule is applied to a branch, then the conclusions
of the rule are appended as new children to the leaf of the branch. A rule only
applies to a branch if the branch contains all formulas of the premise and none of
the conclusions. Note that this ensures that a branch contains a formula at most
once. A rule with two conclusions is called branching because it transforms one
branch into two branches. A rule with zero conclusions is called clashing. When
a clashing rule applies to a branch, then the branch is called clashed. A branch to
which no rule applies is called evident. A tableau for a formula s is a tableau
built using the rules of the tableau system starting with s, i.e., the tableau with a
single node labeled with s. A tableau system consists of a set of tableau rules.
Figure 1.1 shows a tableau system for negation-normal propositional formulas.
The rules are to be read as schemas. Every rule schema stands for infinitely many
rule instances, which are obtained from the schema by replacing the metavariables

T∧
s1 ∧ · · · ∧ sn

si
i∈[1,n] T∨

s1 ∨ s2

s1 | s2
T⊗
s,¬s

Figure 1.1: Rules of a tableau system for propositional logic
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1 The Propositional Case

1
�� ��p ∧ (¬p ∨ q) initial

2
�� ��p T∧

3
�� ��¬p ∨ q T∧

4
�� ��¬p T∨ 4

�� ��q T∨

Figure 1.2: Tableau for p ∧ (¬p ∨ q)

s1, . . . , sn with propositional formulas. For example, p∧q
p

and p∧q∧¬q
q

are instances
of the schema T∧. Instances of T∨ are branching, instances of T⊗ are clashing.
An example of a tableau for the formula p ∧ (¬p ∨ q) is shown in Figure 1.2. It
consists of two branches. The left branch is clashed because the rule T⊗ applies
to it. The right branch is evident. The numbers on the left denote the order in
which the tree nodes are added. On the right, the tableau rule used to add the
respective formula is given. Note that T∨ always adds two formulas at the same
time.

1.1.2 Termination

The purpose of a tableau system is to serve as a proof procedure for a logic. We
will only consider terminating tableau systems in this thesis. A tableau system
is terminating if it is impossible to extend a tableau infinitely often. This means
that after finitely many steps, all branches are clashed or evident. We call such a
tableau maximal.

The propositional tableau system terminates because every branch only contains
subformulas of the initial formula. Thus the length of a branch is bounded by the
number of subformulas of the initial formula because a branch contains a formula
at most once. Binary trees with bounded depth have bounded size.

1.1.3 Correctness

Terminating tableau systems are usually used to decide the satisfiability of for-
mulas. This is done as follows. One builds a tableau for a formula s by stepwise
applying the rules of the tableau system. This can be seen as a search for an
evident branch. If the search succeeds, that is, one has built a tableau containing
an evident branch, then one concludes s to be satisfiable. Else, one can extend the
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1.1 Tableau Systems

tableau until it consists only of clashed branches and conclude s to be unsatisfi-
able. Such a tableau is called clashed. This reasoning can be shown to be correct
for the tableau system in Figure 1.1 by proving the following two properties.

refutational soundness: A formula that has a clashed tableau is unsatisfiable.
So a clashed tableau for a formula s is a proof that s is unsatisfi-
able. As an example, consider the clashed tableau for the formula
p ∧ (¬p ∨ q) ∧ (¬q ∨ ¬p) depicted in Figure 1.3. The tableau consists
of three branches. All of them are clashed because the rule T⊗ ap-
plies to them. Thus, the tableau is a proof for the unsatisfiability of
p ∧ (¬p ∨ q) ∧ (¬q ∨ ¬p).
We sketch the proof of the contraposition of refutational soundness:
A satisfiable formula has no clashed tableau.
We require that if a tableau rule applies to a satisfiable branch, then at
least one of its conclusions yields a satisfiable extension of the branch.
One easily verifies this for the rules in Figure 1.1. For example, look
at the rule T∨. If a satisfiable branch B contains s ∨ t, then either B
extended with s or B extended with t is satisfiable.
Since clashing rules have no conclusions, they must not apply to sat-
isfiable branches.
Following [29], we give semantics to tableaux. We see a branch as
the conjunction of the formulas it contains and a tableau as the dis-
junction of its branches. Therefore we call a branch satisfiable if the
conjunction of all formulas on this branch is satisfiable and we call a
tableau satisfiable if it contains a satisfiable branch.
Because the rules maintain the satisfiability of branches, they also
maintain the satisfiability of tableaux. Thus if s is satisfiable, then
every tableau for s is satisfiable. A satisfiable tableau contains a sat-
isfiable branch, which is not clashed because a clashing rules cannot
apply to a satisfiable branch. So a satisfiable formula has no clashed
tableau.

refutational completeness: If s is unsatisfiable, then all maximal tableaux for
s are clashed.
Again, we sketch the proof of the contraposition: If s has a maximal
tableau that contains an evident branch, then s is satisfiable. This is
the contraposition because every maximal tableau that is not clashed
contains an evident branch.
For the propositional tableau system, one can show that evident branches
are satisfiable by constructing a propositional model from the evident
branch. Since every branch of the tableau contains the initial formula,
the existence of a satisfiable branch implies that the initial formula is
satisfiable.
As an example, consider the tableau in Figure 1.2 presented before.

17



1 The Propositional Case

1
�� ��p ∧ (¬p ∨ q) ∧ (¬q ∨ ¬p) initial

2
�� ��p T∧

3
�� ��¬p ∨ q T∧

4
�� ��¬q ∨ ¬p T∧

5
�� ��¬p T∨ 5

�� ��q T∨

6
�� ��¬q T∨ 6

�� ��¬p T∨

Figure 1.3: Tableau for (p1 ∨ p2) ∧ (q ∧ ¬q)

Its right branch is evident. Thus, the tableau proves that the formula
p ∧ (¬p ∨ q) is satisfiable.

1.1.4 Comparison to Other Propositional Tableau Systems

We use a rule for n-ary conjunctions to obtain smaller examples. Usually (e.g.,
Smullyan [29]), one uses a rule for binary conjunctions and writes it as s1∧s2

s1, s2
.

Note the additional difference that this rule adds two formulas to the branch at
once. To simplify the formalization, we want a tableau rule to add exactly one
formula to every new branch at a time. These differences are inessential because
an application of s∧t

s, t
can be simulated by applying the rule T∧ twice.

1.1.5 Compact Notation For Tableaux

So far, we have drawn tableaux as one usually draws trees. However, for large
examples this quickly becomes cumbersome. Therefore we will use a more compact
notation for tableaux. Figure 1.4 represents the same tableau as Figure 1.3. The
symbol ⊗ is used to mark clashed branches.

18



1.2 Depth-First Search

p ∧ (¬p ∨ q) ∧ (¬q ∨ ¬p)
p

¬p ∨ q
¬q ∨ ¬p

¬p
⊗

q

¬q
⊗

¬p
⊗

Figure 1.4: A more compact notation for tableaux

1 (q1 ∨ ¬q2) ∧ q2 ∧ (p1 ∨ p2) ∧ (¬q1 ∨ ¬q2)
2 q1 ∨ ¬q2
3 q2
4 p1 ∨ p2
5 ¬q1 ∨ ¬q2

6 q1

7 p1

8 ¬q1
9 ⊗

a

8 ¬q2
10 ⊗

b

7 p2

11 ¬q1
12 ⊗

c

11 ¬q2
13 ⊗

d

6 ¬q2
14 ⊗

e

Figure 1.5: A clashed tableau built with DFS

1.2 Depth-First Search

How can we build tableaux systematically? One usually uses a particular strategy
to extend tableaux: depth-first search (DFS). DFS is a well-known search strategy
in graphs. For tableaux, it can be realized as follows. One always extends the
leftmost branch that is not clashed. When this branch cannot be extended because
it is evident, then the procedure stops because the evident branch proves that
the initial formula is satisfiable. If all branch are clashed, then the tableau is
clashed and hence the procedure stops because the clashed tableau proves the
initial formula to be unsatisfiable.
DFS is used because it is memory efficient. As the contents of clashed branches do
not influence the result of the procedure, one only has to store the open branches.
For tableaux produced by DFS, the number of nodes in open branches is linear in
the depth of the tableau.
As an example of DFS, look at the clashed tableau in Figure 1.5. The numbers
on the left denote the order in which formulas are added and clashes are detected.
The tableau has five clashed branches (a, b, c, d, e). DFS first explores the leftmost
branch a until it detects a clash in step 9. Then it tries to explore the next branch

19



1 The Propositional Case

b but directly detects a new clash in step 10. Then, it explores the branches c, d
and e in the same way.
Note that branch a is similar to branch c and branch b is similar to branch d.
The only difference is that a and b contain p1 while c and d contain p2. But p1
and p2 do not contribute to any clash. The clashes in branch a and branch b are
independent of p1 and so the same clashes reappear in branch c and branch d.
Thus, exploring c and d is unnecessary work, which backjumping will allow us to
avoid.

1.3 Backjumping

Backjumping is an optimization technique which aims at pruning the search space
of a search procedure. In the context of tableaux, backjumping is an optimization
of DFS that allows that certain unsatisfiable branches do not need to be explored.
Backjumping avoids the exploration of branches that differ only in inessential
details from branches that were already determined to be clashed. For DFS, when
we detect a clash, then we continue exploration at the next possible branching
point above the clash. If the clash is independent of the formula added to the
clashed branch at this branching point, then we know that also the unexplored
branch of this branching point is unsatisfiable. Therefore we do not need to explore
this branching point any further and can continue with the next branching point
above. This is what backjumping does. In other words, when backtracking from
a clash, we jump over branching points that are independent of the clash.
In order to find irrelevant branching points, we need to determine the branching
points a clash depends on. Since clashes are derived from formulas, we trace the
branching points a formula depends on for every formula on the tableau. This
can be done as follows. We associate an index with every branching point. For
every formula, we store the set of indices of branching points the formula depends
on. These sets are called dependency sets. Backjumping works by performing
a DFS and simultaneously deriving dependency sets for all new formulas and
clashes. The dependency set of a clash is used to determine irrelevant branching
points, which are then not explored further.
For an example of backjumping, consider the tableau in Figure 1.6, which avoids
the unnecessary work done in the tableau in Figure 1.5. The three branching
points have the indices 1, 2 and 3. On the left of every formula, the respective
dependency set is given.
The initial formula is always assigned the dependency set {0}. A formula derived
from a conjunction inherits the dependency set of the conjunction. Therefore
q1∨¬q2, q2, p1∨p2 and ¬q1∨¬q2 also obtain the dependency set {0}. The left
formula of a branching point with index i is always assigned the dependency set
{i}. This applies to q1, p1 and ¬q1. The dependency set of a clash is the union of
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1.3 Backjumping

1

0 ⇒ (q1 ∨ ¬q2) ∧ q2 ∧ (p1 ∨ p2) ∧ (¬q2 ∨ ¬q1)
0 ⇒ q1 ∨ ¬q2
0 ⇒ q2
0 ⇒ p1 ∨ p2
0 ⇒ ¬q1 ∨ ¬q2

2
1 ⇒ q1

3
2 ⇒ p1

3 ⇒ ¬q1
1, 3 ⇒ ⊗

a

0, 1 ⇒ ¬q2
0, 1 ⇒ ⊗

b

p2

c

0 ⇒ ¬q2
0 ⇒ ⊗

d

Figure 1.6: A tableau refutation with backjumping

the dependency sets of the two clashing terms. Thus the clash in branch a is the
union of the dependency sets of q1 and ¬q1, that is, {1, 3} = {1} ∪ {3}.
The right-hand formula of a branching point i can first obtain a dependency set
when the subtree of the left-hand formula is finished. It is labeled with the union
of the dependency set of the disjunction which caused the branching point and the
dependency set of the last clash in the left subtree except for i. So the dependency
set of ¬q2 in branch b is {0, 1} = {0} ∪ ({1, 3} − {3}), which is the union of the
dependency set of the disjunction ¬q1 ∨ ¬q2 and the dependency set of the clash
in branch a except for 3. The disjunction implies that either the left-hand or
the right-hand formula is a satisfiable extension of branch above the branching
point. The clash showed that the left alternative of the branching point yields an
unsatisfiable branch. Thus the right-hand formula must be a satisfiable extension.
This is why the right-hand formula depends on the clash.
The clash in branch b is assigned the dependency set {0, 1} = {0}∪{0, 1} because
it is derived from the formulas q2 and ¬q2. Now something interesting happens.
DFS without backjumping would continue exploration with branch c, which is the
right-hand side of branching point 2. But because the dependency set of the clash
does not contain 2, one can conclude that the clash is independent of branching
point 2. Thus it is unnecessary to explore branch c. For this reason, DFS with
backjumping directly continues with branch d.
Backjumping can result in an exponential speed-up of the search. An example for
this is the following formula.

(p1 ∨ p2) ∧ (p3 ∨ p4) ∧ · · · ∧ (p2n−1 ∨ p2n) ∧ (¬q1 ∨ ¬q2) ∧ q1 ∧ q2

If DFS first expands the n irrelevant disjunctions pi ∨ pi+1 before analyzing the
unsatisfiable part (¬q1 ∨ ¬q2) ∧ q1 ∧ q2, then one obtains a huge tableau. It is a
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1 The Propositional Case

1

0 ⇒ (p1 ∨ p2) ∧ (p3 ∨ p4) ∧ · · · ∧ (p2n−1 ∨ p2n) ∧ (¬q1 ∨ ¬q2) ∧ q1 ∧ q2
0 ⇒ p1 ∨ p2
0 ⇒ p3 ∨ p4
...

...
...

0 ⇒ p2n−1 ∨ p2n
0 ⇒ ¬q1 ∨ ¬q2
0 ⇒ q1
0 ⇒ q2

2
1 ⇒ p1

3
2 ⇒ p3
... . .

.

n
n− 1 ⇒ p2n−3

n+ 1
n ⇒ p2n−1

n+ 1 ⇒ ¬q1
0, n+ 1 ⇒ ⊗

0 ⇒ ¬q2
0 ⇒ ⊗

p2n

p6

p4

p2

Figure 1.7: A tableau refutation where backjumping saves exponential work

balanced binary tree of depth≥ n and size≥ 2n. Although tableaux of exponential
size are inevitable in general due to the computational hardness of propositional
logic, backjumping always solves this particular formula in linear time. Consider
the tableau in Figure 1.7. In the second branch, we obtain a clash that has just
the dependency set {0}, which means that all remaining branching points are
irrelevant and do not need to be explored.
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2 Abstract Tableau systems
So far, we introduced tableau systems only informally. The informal notions from
before will now be defined formally.
We assume some set F of formulas to be fixed. (For propositional logic, F is the
set of all propositional formulas.)
The formalization of tableaux will not model trees explicitly. Instead we will only
formalize branches and state all properties regarding tableaux as properties of
branches. We define a branch as a finite nonempty set of formulas B ⊆ F . Note
that unlike our informal notion of branches, the formal definition represents the
formulas on a tableau branch without any additional structure.

2.1 Rules

Wemodel tableau rules as pairs P
C
of a premise P and a set of possible conclusions

C.
Definition 2.1. A tableau system is a set of tableau rules T with

T ⊆ {P
C
| P,C ⊆ F where P is finite and |C| ≤ 2}

We fix some tableau system T . All following definitions are relative to T .
The informal presentation of rule schemas like the ones depicted in Figure 1.1
corresponds to formal tableau rules as shown in the following table. Recall that a
rule schema corresponds to infinitely many rule instances.
s1 ∧ · · · ∧ sn

si
i∈[1,n]  {{s1∧···∧sn}

{si} | s1, . . . , sn ∈ F , i ∈ [1, n]} ⊆ T

s1 ∨ s2

s1 | s2
 {{s1∨s2}

{s1,s2} | s1, s2 ∈ F} ⊆ T

s,¬s
 {{s,¬s}{} | s ∈ F} ⊆ T

To define when a tableau rule applies to a branch, we introduce the notion of
steps. A step B

C
models the fact that the tableau system allows to extend the

branch B with the conclusions C.
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2 Abstract Tableau systems

Definition 2.2. We define T̃ := {B
C
| B is a branch, P

C
∈ T for some P ⊆ B}.

The step closure T̂ of a tableau system T is defined as
T̂ := {B

C
∈ T̃ | C = {} or B

{} /∈ T̃ and C ∩B = {}}

Elements of T̂ are called steps.
A rule P

C
∈ T applies to a branch B if there is a step B

C
∈ T̂ with P ⊆ B.

A branch B is called evident if there is no step B
C
∈ T̂ and clashed if B

{} ∈ T̂ .

In other words, a clashing rule P
{} applies to a branch B if P ⊆ B and a non-

clashing rule P
C

applies to a branch B if P ⊆ B, B is not clashed and does not
contain any of the possible conclusions in C.
For instance, the tableau rule {s1∨s2}

{s1,s2} contributes the set of steps

{ B
{s1,s2} |B is a branch, s1 ∨ s2 ∈ B, B{} /∈ T̃ , B ∩ {s1, s2} = {}}

Note that instances of branching rule schemas like s1∨s2
s1 | s2

can be non-branching if
the conclusions are identical. For example, we have the formal tableau rule {p∨p}{p} .
This cannot cause harm because if such a rule was applied as a branching rule, it
would lead to two identical branches.
We require the conclusions of a step to be disjoint from the premise to make sure
every step enlarges the current branch for every possible conclusion. Else we could
apply rules without making any progress. For instance, if {s∨t,s}{s,t} was a step, then
we would be able to build the following infinite tableau.

s ∨ t
s

s

s

. .
. t

t

t

t

Proposition 2.3 (Monotonicity).
1. Let B

{} ∈ T̃ and B ⊆ B′ for some branch B′. Then B′

{} ∈ T̂ .

2. Let B
C
∈ T̃ and B ⊆ B′ as well as C ∩ B′ = {} for some branch B′ that is

not clashed. Then B′

C
∈ T̂ .

Proof.
1. Let B and B′ be as requested. By the definition of T̃ , there is some P ⊆ B

such that P
{} ∈ T . Because P ⊆ B′, it follows that B′

{} ∈ T̃ . By the definition
of T̂ , we have B′

{} ∈ T̂ .
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2.2 Consistency

2. Let B and B′ be as requested. By the definition of T̃ , there is some P ⊆ B
such that P

C
∈ T . Because P ⊆ B′, it follows that B′

C
∈ T̃ . Since C∩B′ = {}

and B′ is not clashed, we have B′

C
∈ T̂ .

Lemma 2.4. If a branch B is evident, then for all steps B′

C
∈ T̃ with B′ ⊆ B,

C ∩B 6= {}.

Proof. Let B be an evident branch. Because B is evident, it is not clashed. Thus
for every B′

C
∈ T̂ where B′ ⊆ B, we have that C ∩B 6= {} because else B

C
∈ T̂ by

Proposition 2.3 contradicting the evidence of B.

2.2 Consistency

Definition 2.5. A branch B is called consistent if there is an evident branch
B′ ⊇ B and inconsistent otherwise. A formula s is called consistent if the
branch {s} is consistent.
Proposition 2.6. Every evident branch is consistent. If a branch B is consistent,
then every subset B′ ⊆ B is consistent.

A branch is consistent iff it can be extended to an evident branch. Note that
the definition of a consistent formula matches our previous informal notion of
consistency.
What about inconsistency? We would like to show that every formula that has a
clashed tableau is inconsistent. Since we do not want to formalize tableaux, we
instead show the following statements about branches.
Lemma 2.7. Every clashed branch is inconsistent.

Proof. Let B be a clashed branch. Then we have B
{} ∈ T̂ . Suppose, for contradic-

tion, that there is an evident branch B′ ⊇ B. By Lemma 2.4, we have B′∩{} 6= {}.
Contradiction.
Lemma 2.8. If there is a step B

C
∈ T̂ such that for all t ∈ C, the branch B ∪ {t}

is inconsistent, then B is inconsistent.

Proof. Let B
C
∈ T̂ be as required. We show that no branch B′ ⊇ B is evident.

Let B′ ⊇ B be a branch. We make a case distinction.
• If B′ ∩ C = {}, then B′ is not evident by Lemma 2.4.
• If B′ ∩ C 6= {}, then there is some t ∈ C such that B ∪ {t} ⊆ B′. Because
B ∪ {t} is inconsistent, no branch that is a superset of B ∪ {t} is evident.
Thus B′ is not evident.

Consider some clashed tableau. By Lemma 2.7, all its branches are inconsistent.
By induction from the leaves to the root using Lemma 2.8, the initial formula is
inconsistent.
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2 Abstract Tableau systems

2.3 Termination

Definition 2.9. The step relation is the smallest relation (→) such that for
every step B

C
∈ T̂ and for every t ∈ C, we have that B → (B ∪ {t}). A tableau

system T is called terminating if (→) is terminating.

Termination guarantees that an attempt to build a tableau cannot diverge because
a path in a tableau cannot be extended infinitely often. So, if we have a termi-
nating tableau system, then we can decide the consistency of a formula because
after finitely many steps, we always obtain a tableau which cannot be extended
any longer. The initial formula is consistent iff this tableau contains an evident
branch. If consistency of formulas coincides with satisfiability in a given logic,
then the tableau method gives us a decision procedure for this logic.
For example, the tableau system for propositional logic from Figure 1.1 is ter-
minating. Every branch obtained by extending B1 contains only subformulas of
formulas in B1. Thus the cardinality of these branches is bounded. Since the
cardinality of a branch strictly increases for every step of (→), this gives an upper
bound for the length of a path B1 → B2 → · · · → Bn.
In the following, we assume that T is terminating.
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3 Correctness of Depth-First Search

Next, we will define depth-first search for tableaux. We describe DFS as the
recursive procedure in Figure 3.1. The syntax is ML-like. DFS(B) yields whether
the branch B is consistent. The algorithm “walks” through the tableau tree,
where the argument B always contains the current branch and every recursive
call corresponds to going one step down in the tree. It can be read as follows.
• If B is evident, then return “true”.
• Else select some step to be applied. We assume this selection to be determin-

istic but do not specify it. An implementation might apply some intelligent
heuristics at this point.
• If a clashing step B

{} has been selected, then return “false”.

• If a step with a single conclusion B
{s} has been selected, then continue with

B∪{s} by calling DFS(B∪{s}). This corresponds to a node in the tableau
that has a single child.
• If a branching step B

{s,t} has been selected, then first call DFS(B ∪ {s}).
If this yields “true”, then return “true”. If this yields “false”, then call
DFS(B ∪ {t}).
This corresponds to a branching point in the tableau. We first try to extend
B with s. This corresponds to the left subtree of the branching point. We
always first fully explore the left subtree before considering the right subtree.

DFS : {B | B is a branch} → {true, false}

DFS(B) = if B evident
then true
else

choose some B
C
∈ T̂

case C of
{} : false
{s} : DFS(B ∪ {s})
{s, t} : DFS(B ∪ {s}) or DFS(B ∪ {t})

Figure 3.1: The DFS-algorithm
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3 Correctness of Depth-First Search

DFS({p ∧ (¬p ∨ q)})

DFS({p ∧ (¬p ∨ q), p})

DFS({p ∧ (¬p ∨ q), p,¬p ∨ q})

DFS({p ∧ (¬p ∨ q), p,¬p ∨ q,¬p}) DFS({p ∧ (¬p ∨ q), p,¬p ∨ q, q})

Figure 3.2: Recursion tree of DFS({p ∧ (¬p ∨ q)})

If DFS(B∪{s}) = true, then we know that also B is consistent and we return
true. If DFS(B ∪ {s}) = false, then we know that B ∪ {s} is inconsistent.
Thus we try B∪{t}. This corresponds to the right subtree of the branching
point.

As an example, the recursion tree of DFS({{p∧(¬p∨q)}}) is depicted in Figure 3.2.
Every node corresponds to one procedure call. The paths in the tree from left to
right correspond to the call stacks during the execution. Note that the recursion
tree in Figure 3.2 has the same structure as the tableau tree in Figure 1.2. The
procedure call DFS({p∧ (¬p∨ q), p,¬p∨ q,¬p}) yields “false” because the branch
{p∧ (¬p∨ q), p,¬p∨ q,¬p}, which corresponds to the left branch in Figure 1.2, is
clashed. Thus the procedure tries the other alternative of the branching point and
calls DFS({p∧(¬p∨q), p,¬p∨q, q}). This call yields “true” because the argument is
an evident branch. This value propagates upwards and hence DFS({p∧(¬p∨q)}) =
true.
One easily verifies that the result of the procedure is always well-defined. One
can always choose a step if the branch is not evident and the case distinction is
exhaustive because |C| ≤ 2.
Since we assume that the tableau system terminates, we can show termination
of the procedure. From the terminating step relation (→), we obtain a well-
founded order containing the terminating relation by taking the transitive closure
(>) := (→∗). We call (>) the step order. Since we have B > (B ∪ {s}) and
B > (B ∪ {t}) for all s, t ∈ F s.t. B

{s} ∈ T̂ or B
{s,t} ∈ T̂ , the recursive calls are

always done on strictly smaller arguments. Hence the procedure terminates.
Now we can show the soundness and completeness of DFS in following sense.
Theorem 3.1. Let T be a terminating tableau system and let DFS be the proce-
dure defined in Figure 3.1. Then for all branches B, we have DFS(B) = true iff
B is consistent.

Proof. We show the statements by induction on the size of the argument with
respect to the step order (>).
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“⇒”: Let DFS(B) = true. We show that B is consistent. If B is evident, then
it is consistent. Else the procedure chooses some step B

C
∈ T̂ . We make a case

distinction on C.
• It is impossible that C = {} because this would yield DFS(B) = false

contradicting DFS(B) = true.
• If C = {s}, then DFS(B) = DFS(B ∪ {s}) and hence by assumption

DFS(B∪{s}) = true. By the inductive hypothesis, this means that B∪{s}
is consistent. By Proposition 2.6, it follows that B is consistent.
• If C = {s, t}, then DFS(B ∪ {s}) = true or DFS(B ∪ {t}) = true. By the

inductive hypothesis, this means that B ∪ {s} or B ∪ {t} is consistent. In
both cases, it follows that B is consistent.

“⇐”: Let DFS(B) = false. We show that B is inconsistent. By assumption, B
cannot be evident because this would yield DFS(B) = true. Thus the procedure
chooses some step B

C
∈ T̂ . We again make a case distinction on C.

• If C = {}, then B
{} ∈ T̂ . Thus B is clashed and hence inconsistent.

• If C = {s}, then we have B
{s} ∈ T̂ and DFS(B∪{s}) = false. By the inductive

hypothesis, this means that B∪{s} is inconsistent. By Lemma 2.8, it follows
that B is inconsistent.
• If C = {s, t}, then we have B

{s,t} ∈ T̂ , DFS(B ∪ {s}) = false and DFS(B ∪
{t}) = false. By the inductive hypothesis, this means thatB∪{s} andB∪{t}
are inconsistent. By Lemma 2.8, it follows that B is inconsistent.
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4 Correctness of Backjumping

In this chapter, we will formalize and prove correct DFS with backjumping.

4.1 Dependency Sequents

To prove backjumping correct, we give semantics to dependency sets. For this,
from now on, we use dependency sets A ⊆ F , which consist of formulas instead of
numbers. A dependency sequent A⇒ s is a pair of a formula s and its dependency
set A. The dependency sequent of a clash is written as A⇒ ⊗. Backjumping will
only use valid dependency sequents.

Definition 4.1. A dependency sequent is a pair A ⇒ s or A ⇒ ⊗ where
s ∈ F , A ⊆ F and A is finite. A dependency sequent A⇒ s is called valid if for
every evident branch B ⊇ A, we have s ∈ B. A sequent A ⇒ ⊗ is valid if there
is no evident branch B ⊇ A.
We use the usual notation for sequents and write
• s1, . . . , sn ⇒ t for {s1, . . . , sn} ⇒ t

• A,A′ ⇒ s for (A ∪ A′)⇒ s

• A, s⇒ t for (A ∪ {s})⇒ t

Proposition 4.2. The dependency sequent A⇒ ⊗ is valid iff A is inconsistent.

Therefore, to prove that s is inconsistent, it suffices to show that the sequent
s⇒ ⊗ is valid. This is what backjumping will do.

4.1.1 Example

We will now show how dependency sequents can be used to prove that the branches
c and d in Figure 1.5 are unnecessary. This also constitutes an example of a tableau
search with backjumping, which we will define later. We take the tableau from
Figure 1.6 and derive a valid dependency sequent for every formula on an explored
branch. This is done in the same order as before (depth-first). We require that
a formula on a branch B is labeled with a dependency set A ⊆ B. The resulting
tableau is depicted in Figure 4.1.
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4 Correctness of Backjumping

1

s ⇒ s
s ⇒ q1 ∨ ¬q2
s ⇒ q2
s ⇒ p1 ∨ p2
s ⇒ ¬q1 ∨ ¬q2

2
q1 ⇒ q1

3
p1 ⇒ p1

¬q1 ⇒ ¬q1
q1,¬q1 ⇒ ⊗

a

s, q1 ⇒ ¬q2
s, q1 ⇒ ⊗

b

p2

c

s ⇒ ¬q2
s ⇒ ⊗

d

where s := (q1 ∨ ¬q2) ∧ q2 ∧ (p1 ∨ p2) ∧ (¬q1 ∨ ¬q2)

Figure 4.1: A tableau refutation with backjumping

Note how the numbers in the dependency sets in Figure 1.6 correspond to the
formulas in the dependency sets in Figure 4.1. The initial formula s corresponds
to the number 0 and the left child of a branching point replaces the index of this
branching point.
The initial formula (q1 ∨ ¬q2) ∧ q2 ∧ (p1 ∨ p2) ∧ (¬q1 ∨ ¬q2), abbreviated as s,
is assigned the dependency set {s}. This is possible because s ⇒ s is trivially
valid. The formula q1 ∨ ¬q2 is derived from s. Because of the rule {s}

{q1∨¬q2} , every
evident branch B that contains s also contains q1 ∨ ¬q2. So s ⇒ q1 ∨ ¬q2 is a
valid dependency sequent. Analogously, the formulas q2, p1 ∨ p2 and ¬q1 ∨ ¬q2
have the same dependency set. The formula q1 is assigned the dependency set
{q1} because it is the left child of a branching point. Again, q1 ⇒ q1 is trivially
valid. Analogously for p1 and ¬q1.
The clash in branch a is labeled with the dependency set {q1,¬q1} = {q1}∪{¬q1},
because it is derived from the formulas q1 and ¬q1 that have the dependency sets
{q1} and {¬q1}, respectively. This yields the valid sequent q1,¬q1 ⇒ ⊗ because
there is no evident branch B containing both q1 and ¬q1.
Because ¬q1, the left child of branching point 3, is contained in the dependency
set of the clash, branching point 3 is responsible for the clash. Thus we backtrack
to branching point 3 and continue with branch b. We have now to find a valid
dependency set A for ¬q2. We derive it from the dependency set of the clash in
branch a and from the dependency set of the disjunction ¬q1∨¬q2 that caused the
branching point. Consider an evident branch B ⊇ A. We take the dependency set
of ¬q1∨¬q2, that is {s}, to be in A. Thus we know that either ¬q1 or ¬q2 is in B.
Additionally, we take the dependency set of the clash {q1,¬q1} except for ¬q1, that
is {q1}, to be in A. Thus we know that B does not contain ¬q1. Altogether, we
know that ¬q2 must be in B. Hence we can take A = {s} ∪ ({q1,¬q1}− {¬q1}) =
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4.1 Dependency Sequents

1

s ⇒ s
s ⇒ p ∨ q1
s ⇒ ¬q1 ∨ ¬q2
s ⇒ q1
s ⇒ q2

2
p ⇒ p

¬q1 ⇒ ¬q1
s,¬q1 ⇒ ⊗

a

s ⇒ ¬q2
s ⇒ ⊗

b

q1

c

where s := (p ∨ q1) ∧ (¬q1 ∨ ¬q2) ∧ q1 ∧ q2

Figure 4.2: Another tableau with backjumping

{s, q1} yielding the valid dependency sequent s, q1 ⇒ ¬q2.
The dependency set of the clash of branch b is then derived from the dependency
sets of q2 and ¬q2, which are {s} and {s, q1}, respectively. So we obtain the
valid dependency sequent s, q1 ⇒ ⊗. The dependency set {s, q1} is then used for
backtracking. We know that every branch containing {s, q1} is inconsistent. We
do not need to explore any of them. So we have to backtrack until one element
of the dependency set of the clash is no longer on the current branch. Thus we
can safely backtrack to branching point 1 continuing with branch d because the
other branches all contain {s, q1}. Hence we save the work of exploring branch c,
which corresponds to the branches c and d in Figure 1.5. In branch d, we derive
the sequent s ⇒ ¬q2 with the same argument as for ¬q2 in branch b. Then we
can conclude that the sequent s⇒ ⊗ is valid. This means that s is inconsistent.
We realize backjumping by deriving valid dependency sequents while computing
a tableau. Having these sequents at hand, we can avoid exploring parts of the
tableau. We do not miss evident branches since all the branches that we skip
are provably inconsistent. We will show that if backjumping terminates with-
out finding an evident branch, then the sequent s ⇒ ⊗ is valid and hence s is
inconsistent.
To determine the branching point to which we backtrack, it suffices to know the
most recent formula in the dependency set of a clash, i.e., the formula referencing
the most recent branching point. Why do we then store the whole dependency
set? Let us look at the example in Figure 4.2. If we just knew that the dependency
set of the first clash contains ¬q1, then we would have to give ¬q2 the dependency
set {s, p} since we would not know whether the dependency set of the first clash
contained p or not. Then the clash in branch b would have the dependency set
{s, p} forcing us to explore branch c. Hence backjumping would not have any
effect.
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4 Correctness of Backjumping

D0
s⇒ s

Dα

A1 ⇒ s1 · · · An ⇒ sn

A1, . . . , An ⇒ t
{s1,...,sn}
{t} ∈ T

Dβ

A1 ⇒ s1 · · · An ⇒ sn A′, t1 ⇒ ⊗
A1, . . . , An, A′ ⇒ t2

{s1,...,sn}
{t1,t2} ∈ T

D⊗
A1 ⇒ s1 · · · An ⇒ sn

A1, . . . , An ⇒ ⊗
{s1,...,sn}
{} ∈ T

Figure 4.3: Derivation rules for valid dependency sequents

4.1.2 Relation to Propositional Logic

Note that for the propositional tableau system, the sequent s1, . . . , sn ⇒ t is valid
iff the propositional formula (s1 ∧ · · · ∧ sn) → t is valid, where “→” stands for
logical implication. This formula is equivalent to the formula ¬s1 ∨ · · · ∨ ¬sn ∨ t.
Analogously, a clash sequent s1, . . . , sn ⇒ ⊗ corresponds to the formula ¬s1 ∨
· · · ∨ ¬sn.
For DPLL, Nieuwenhuis et al. [25] use a propositional disjunction of literals ¬l1 ∨
· · ·∨¬ln to express the backjumping information about a clash. The literals li are
possibly negated propositional variables that stand for nondeterministic decisions.
These disjunctions are called “backjump clauses” in this paper and correspond to
a clash sequent l1, . . . , ln ⇒ ⊗ in our system. The other sequents do not have
counterparts in [25] because backjump clauses are calculated from scratch after a
clash has been detected.

4.1.3 Dependency Sequent Rules

The reasoning we used to justify the validity of the sequents in Figure 4.1 can
be generalized. This is done by the rules in Figure 4.3, which derive valid de-
pendency sequents from valid dependency sequents. The rule Dα corresponds to
the application of a tableau rule with a single conclusion. D0 is used for the left
conclusion of a branching tableau rule and Dβ for its right conclusion. The rule
D⊗ corresponds to the application of a clashing tableau rule. The instantiation
of these rules for the propositional tableau system is depicted in Figure 4.4.
Figure 4.5 shows how the rules in Figure 4.4 can be used to derive the sequents
in Figure 4.1.

Lemma 4.3. The rules in Figure 4.3 derive valid dependency sequents.
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4.2 DFS with Backjumping

Dprop
0 s⇒ s

Dprop
α

A⇒ s1 ∧ · · · ∧ sn
A⇒ si

i∈[1,n]

Dprop
β

A⇒ s ∨ t A′, s⇒ ⊗
A,A′ ⇒ t

Dprop
⊗

A⇒ s A′ ⇒ ¬s
A,A′ ⇒ ⊗

Figure 4.4: Instantiation of the rules in Figure 4.3 for the propositional tableau
system

Proof. For every rule in Figure 4.3, we show that the derived dependency sequent
is valid under the assumption that the sequents in the premise are valid.

D0 Validity of the sequent s⇒ s is immediate by definition.

Dα A1, . . . , An ⇒ t is valid iff every evident branch B ⊇ A1 ∪ · · · ∪ An
contains t. Let B be such a branch. It suffices to show that t ∈ B.
Because the sequents in the premise are valid, {s1, . . . , sn} ⊆ B. Since
{s1, . . . , sn} ⊆ B and {s1,...,sn}

{t} ∈ T , we have that t ∈ B by Lemma 2.4.

Dβ A1, . . . , An ⇒ t2 is valid iff every evident branch B ⊇ A1∪· · ·∪An∪A′
contains t2. LetB be such a branch. It suffices to show that t2 ∈ B. By
assumption, {s1, . . . , sn} ⊆ B. Since {s1, . . . , sn} ⊆ B and {s1,...,sn}

{t1,t2} ∈
T , we have that B ∩ {t1, t2} 6= {} by Lemma 2.4. Thus either t1 ∈ B
or t2 ∈ B. Because A′, t1 ⇒ ⊗ is valid, there is no evident branch
containing A′ and t1. Since B contains A′, it cannot contain t1 and
therefore t2 ∈ B.

D⊗ A1, . . . , An ⇒ ⊗ is valid iff there is no evident branch B ⊇ A1 ∪
· · · ∪An. Suppose, for contradiction, that such a branch B exists. By
assumption, {s1, . . . , sn} ⊆ B. Since {s1, . . . , sn} ⊆ B and {s1,...,sn}

{} ∈
T , we have B ∩ {} 6= {} by Lemma 2.4. Contradiction.

4.2 DFS with Backjumping

We will now formulate DFS with backjumping, which we just call backjumping
from now on. We present backjumping as a recursive procedure as we have done
for DFS. It is shown in Figure 4.6.
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4 Correctness of Backjumping

# sequent sequent rule

1 s⇒ s Dprop
0

2 s⇒ q1 ∨ ¬q2 Dprop
α (1)

3 s⇒ q2 Dprop
α (1)

4 s⇒ p1 ∨ p2 Dprop
α (1)

5 s⇒ ¬q1 ∨ ¬q2 Dprop
α (1)

6 q1 ⇒ q1 Dprop
0

7 p1 ⇒ p1 Dprop
0

8 ¬q1 ⇒ ¬q1 Dprop
0

9 q1,¬q1 ⇒ ⊗ Dprop
⊗ (6, 8)

10 s, q1 ⇒ ¬q2 Dprop
β (5, 9)

11 s, q1 ⇒ ⊗ Dprop
⊗ (3, 10)

12 s⇒ ¬q2 Dprop
β (2, 11)

13 s⇒ ⊗ Dprop
⊗ (3, 12)

Figure 4.5: Derivation of the sequents from Figure 4.1
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4.2 DFS with Backjumping

BJ : {Σ | Σ is an annotated branch} → {A⇒ ⊗ | A ⊆ F} ∪ {true}

BJ(Σ) = if B(Σ) evident
then true
else

choose some {s1,...,sn}
C

∈ T that applies to B(Σ)
choose A1, . . . , An s.t. {A1 ⇒ s1, . . . , An ⇒ sn} ⊆ Σ
case C of
{} :

A1, . . . , An ⇒ ⊗
{t} :

BJ(Σ ∪ {(A1, . . . , An ⇒ t)})
{t1, t2} :

case BJ(Σ ∪ {t1 ⇒ t1}) of
true :

true
(A′ ⇒ ⊗) :

if t1 /∈ A′
then (A′ ⇒ ⊗)
else BJ(Σ ∪ {(A1, . . . , An, (A′ − {t1})⇒ t2)})

Figure 4.6: The backjumping procedure
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4 Correctness of Backjumping

The procedure operates on sets of dependency sequents instead of formulas. We
use the following notions.

Definition 4.4. We call a finite set Σ ⊆ {A ⇒ s | A ⊆ F , A is finite, s ∈ F}
an annotated branch. We call an annotated branch Σ valid if all dependency
sequents in Σ are valid.

For every annotated branch Σ, we define the corresponding branch B(Σ) := {s |
(A⇒ s) ∈ Σ} and the set of dependencies D(Σ) := ⋃{A | (A⇒ s) ∈ Σ}.

We apply the procedure only to valid annotated branches Σ. As we will see,
the procedure maintains the invariant that the argument Σ is a valid annotated
branch, that is, all sequents in Σ are valid.

As for the DFS-procedure, one easily verifies that the procedure is well-defined.
The first choose-construct always finds a rule because if B(Σ) is not evident, then
there is some rule that applies to B(Σ). The second choose-construct always finds
A1, . . . , An because {s1, . . . , sn} ⊆ B(Σ) and hence, by the definition of B, there
have to be sequents for s1, . . . , sn in Σ. Again, we assume these selections to be
deterministic. One can even show that the procedure maintains the invariant that
for every formula s ∈ B(Σ), there is exactly one (A ⇒ s) ∈ Σ. Thus the second
choose-construct is deterministic by construction provided that one applies BJ
only to annotated branches satisfying this invariant.

The termination argument stays the same, too. If BJ(Σ) can call BJ(Σ′), then
B(Σ) > B(Σ′) for the step order (>), which is well-founded. Thus BJ always
terminates.

BJ(Σ) either yields that B(Σ) is a consistent branch or it yields a valid clash
sequent whose dependency set is a subset of D(Σ).

Lemma 4.5. Let Σ be some valid annotated branch. If BJ(Σ) = true, then B(Σ)
is consistent. If BJ(Σ) = (A ⇒ ⊗), then A ⇒ ⊗ is a valid dependency sequent
and A ⊆ D(Σ).

Proof. We show the statements by induction on the size of the argument with
respect to the step order (>). We use the rules in Figure 4.3 to argue the validity
of sequents.

Let BJ(Σ) = true. We show that B(Σ) is consistent. If B(Σ) is evident, then B(Σ)
is consistent. Else the algorithm chooses some rule {s1,...,sn}

C
∈ T that applies to

B(Σ) and A1, . . . , An such that {A1 ⇒ s1, . . . , An ⇒ sn} ⊆ Σ. We make a case
distinction on C.

• It is impossible that C = {} because this would yield BJ(Σ) = (A1, . . . , An ⇒
⊗) contradicting BJ(Σ) = true.

38



4.2 DFS with Backjumping

• Let C = {t}. By Dα, we have that A1, . . . , An ⇒ t is valid. Thus Σ ∪
{(A1, . . . , An ⇒ t)} is a valid annotated branch.
We have BJ(Σ ∪ {(A1, . . . , An ⇒ t)}) = BJ(Σ) = true. By the inductive
hypothesis, this means that B(Σ ∪ {(A1, . . . , An ⇒ t)}) = B(Σ) ∪ {t} is
consistent. By Proposition 2.6, it follows that B(Σ) is consistent.
• Let C = {t1, t2}. By D0, we have that t1 ⇒ t1 is valid. Thus Σ ∪ {t1 ⇒ t1}

is a valid annotated branch.
If BJ(Σ ∪ {t1 ⇒ t1}) = true, then by the inductive hypothesis, B(Σ) ∪ {t1}
is consistent. Thus B(Σ) is consistent.
Else BJ(Σ∪{t1 ⇒ t1}) = (A′ ⇒ ⊗) and BJ(Σ∪{(A1, . . . , An, (A′−{t1})⇒
t2)}) = true. By the inductive hypothesis, A′ ⇒ ⊗ is valid. Using this,
by Dβ, we have that A1, . . . , An, (A′ − {t1}) ⇒ t2 is valid. Hence Σ ∪
{(A1, . . . , An, (A′ − {t1}) ⇒ t2)} is a valid annotated branch. Using the
inductive hypothesis on BJ(Σ∪{(A1, . . . , An, (A′−{t1})⇒ t2)}) = true, we
obtain that B(Σ) ∪ {t2} is consistent and hence B(Σ) is consistent.

Let BJ(Σ) = (A′′ ⇒ ⊗). We show that A′′ ⇒ ⊗ is a valid dependency sequent
and A′′ ⊆ D(Σ). It is impossible that B(Σ) is consistent because this would yield
BJ(Σ) = true contradicting BJ(Σ) = (A′′ ⇒ ⊗). Thus the algorithm chooses
some rule {s1,...,sn}

C
∈ T that applies to B(Σ) and A1, . . . , An such that {A1 ⇒

s1, . . . , An ⇒ sn} ⊆ Σ. We make a case distinction on C.

• Let C = {}. We have {s1,...,sn}
{} ∈ T and A′′ = A1, . . . , An. By D⊗, we have

that A1, . . . , An ⇒ ⊗ is valid. A1 ∪ · · · ∪ An ⊆ D(Σ) holds by construction.
Thus A′′ ⇒ ⊗ is as requested.
• Let C = {t}. We have BJ(Σ ∪ {(A1, . . . , An ⇒ t)}) = (A′′ ⇒ ⊗). By Dα,
A1, . . . , An ⇒ t is valid. Therefore, by the inductive hypothesis, we have
that A′′ ⇒ ⊗ is a valid sequent with A′′ ⊆ D(Σ ∪ {(A1, . . . , An ⇒ t)}) =
D(Σ) ∪ A1 ∪ · · · ∪ An = D(Σ) since A1 ∪ · · · ∪ An ⊆ D(Σ).
• Let C = {t1, t2}. We have BJ(Σ ∪ {t1 ⇒ t1}) = (A′ ⇒ ⊗). By D0, t1 ⇒ t1

is valid. Thus, by the inductive hypothesis, we have that A′ ⇒ ⊗ is a valid
sequent with A′ ⊆ D(Σ ∪ {t1 ⇒ t1}) = D(Σ) ∪ {t1}.
If t1 /∈ A′, then A′ ⊆ D(Σ) and A′′ = A′. Thus A′′ ⇒ ⊗ is as requested.
If t1 ∈ A′, then BJ(Σ ∪ {(A1, . . . , An, (A′ − {t1}) ⇒ t2)}) = (A′′ ⇒ ⊗).
By Dβ, we have that A1, . . . , An, (A′ − {t1}) ⇒ t2 is valid. Again, by the
inductive hypothesis, we have that A′′ ⇒ ⊗ is a valid dependency sequent
with A′′ ⊆ D(Σ ∪ {(A1, . . . , An, (A′ − {t1}) ⇒ t2)}) = D(Σ) ∪ (A′ − {t1}).
Since A′ ⊆ D(Σ) ∪ {t1}, we have A′′ ⊆ D(Σ).

Theorem 4.6. Let T be a terminating tableau system and let BJ be the procedure
defined in Figure 4.6. Then for all branches B = {s1, . . . , sn}, we have BJ({s1 ⇒
s1, . . . , sn ⇒ sn}) = true iff B is consistent.

Proof. BJ always yields a result because it is terminating.
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4 Correctness of Backjumping

If BJ({s1 ⇒ s1, . . . , sn ⇒ sn}) = true, then B is consistent by Lemma 4.5.
Else BJ({s1 ⇒ s1, . . . , sn ⇒ sn}) = (A ⇒ ⊗). We have to show that B is
inconsistent. The sequent A⇒ ⊗ is valid and A ⊆ B({s1 ⇒ s1, . . . , sn ⇒ sn}) =
B, again by Lemma 4.5. Thus B is inconsistent.

Note that the rules for dependency sequents in Figure 4.3 can be seen as an
independent calculus. Since the backjumping procedure only derives sequents
according to these rules, one can derive potentially more sequents if one uses the
rules freely like in resolution. Since BJ({s ⇒ s}) can derive {s} ⇒ ⊗ for every
inconsistent formula s, we also get a completeness result for the free calculus
provided that the tableau system terminates. Obviously, the shortest possible
derivation of s⇒ ⊗ in the free system is at most as long as the shortest tableau-
proof with backjumping. So this way, one can transform any tableau system
fitting in our framework to a resolution-like proof system. However, a further
investigation lies out of the scope of this thesis.

4.3 Learning

Nieuwenhuis et al. [25] also suggest to use backjump clauses for clause learning.
This means that after a backjump clause has been computed, it is added to the set
of clauses of the original problem and used in the following computations. Clause
learning is a standard optimization technique for SAT-solvers [24].
Thus, it might be beneficial to learn clash sequents globally. In our setting, this
could be realized as follows. While constructing a tableau, we store a global set
L of learned valid clash sequents. It collects clash sequents from all branches of
the tableau. If one has learned a clash sequent A⇒ ⊗, i.e., if (A⇒ ⊗) ∈ L, then
one knows that all branches that contain A are inconsistent. Therefore, one can
stop exploring a branch as soon as it contains A. This can be expressed with the
following tableau rule.

A
(A⇒⊗)∈L

For every set of valid clash sequents L, this is a sound rule. The dependency set
of a clash caused by this rule is the union of the dependency sets of the formulas
in A.
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5 The Modal Case

In the following, we will present a tableau system for the basic modal logic K
that fits in our framework and can thus be extended with backjumping. It is
similar to the prefixed tableau systems developed by Fitting [7] and Massacci [23].
These systems use freshness conditions (see Section 5.2) that cannot be expressed
directly in our framework. So we needed to devise a tableau system that does not
need freshness conditions.

5.1 Syntax and Semantics of K

The basic modal logic K augments propositional logic with the two modal
operators ♦ and �. The description logic ALC is a syntactic variant of K. The
complexity of the satisfiability problem is PSPACE-complete [21].
We define syntax and semantics of K based on Kaminski and Smolka [20]. The
syntax of formulas is given by the grammar

p, q ::= predicate
s, t, u ::= p | ¬p | s ∧ s | s ∨ s | ♦s | �s

where p and q range over a countable set of names, called predicates. To save
parentheses, we assume that the modal operators bind strongest. For example,
♦p ∧ q = (♦p) ∧ q. We only consider formulas in negation normal form. Formulas
with general negation can be transformed to negation normal form in linear time
using the propositional De Morgan’s laws and the equations ¬♦s = �¬s and
¬�s = ♦¬s.
We give the relational semantics of K. The models of formulas are transition
systems whose states are labeled with predicates. The modal formula p is satisfied
by a state in a model iff this state is labeled with p. The formula ♦s is satisfied
by a state iff there is a successor state that satisfies s. The formula �s is satisfied
by a state iff all successor states satisfy s.
Formally, a modelM consists of the following components:
• A nonempty set |M| of states.
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5 The Modal Case

M∧
σ:s1∧· · ·∧sn

σ:si
M∨

σ:s∨t
σ:s | σ:t i∈[1,n] M⊗

σ:s, σ:¬s

M♦
σ:♦s
σs:s M�

σ:�s, σt:t
σt:s

Figure 5.1: Tableau system for K

• A transition relation →M⊆ |M| × |M|.

• For every predicate p, the set of statesMp ⊆ |M| that are labeled with p.

The relationM, v |= s is the set of all triples such that the state v ∈ |M| satisfies
s. It is defined by induction on the structure of s.

M, v |= p :⇔ v ∈Mp

M, v |= ¬p :⇔ v /∈Mp

M, v |= s ∧ t :⇔ M, v |= s andM, v |= t

M, v |= s ∨ t :⇔ M, v |= s orM, v |= t

M, v |= ♦s :⇔ there is some v′ ∈ |M| such that v →M v′ andM, v′ |= s

M, v |= �s :⇔ for all v′ ∈ |M| with v →M v′ we haveM, v′ |= s

A formula s is called satisfiable if there is a modelM and a state v ∈ |M| such
thatM, v |= s.

5.2 Rules

Now we will define a tableau system for K and show how it fits into our framework.
We use prefixed formulas σ:s that consist of a prefix σ and a modal formula s.
Every prefix σ stands for a state. The prefixed formula σ:s means that the state
represented by σ satisfies s. A prefix σ is a possibly empty sequence of formulas
σ = s1s2 · · · sn. The empty prefix is written as ε.

The elements of F , that is, the objects on the tableau, are prefixed formulas σ:s.
To determine whether a modal formula s is satisfiable, we build a tableau starting
with the prefixed formula ε:s.

The rule schemas in Figure 5.1 describe a tableau system for K. The main differ-
ence to the tableau systems by Fitting [7] and Massacci [23] is that these systems
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5.2 Rules

use sequences of numbers as prefixes and require prefixes introduced by the equiv-
alent of the M♦-rule to be fresh, that is, not to appear on the branch so far. It
is impossible to directly express freshness in our framework. However, our rules
ensure the necessary freshness conditions by construction without the need for
explicit global conditions. This is achieved by computing a new prefix from the
♦-formula that created it in a way that it cannot collide with existing prefixes.
This idea also appears in [3]. See Section 6.3 for further discussion.
In the following, we argue the soundness, completeness and termination of the
tableau system.

Soundness

We have to show that the rules maintain the satisfiability of branches. From this,
it follows that satisfiable branches are consistent. A branch B is satisfiable if
there is a modelM and an interpretation [·] that maps every prefix σ to a state
of the model [σ] such that [σ] satisfies s for all σ:s ∈ B and [σ]→M [σs] whenever
σs:s ∈ B. Thus the branch {ε:s} is satisfiable iff s is satisfiable.
We only show the soundness of M♦ and M�. The soundness of the other rules can
be verified easily.
First note that a prefix σs can only be introduced by an application of M♦ to the
prefixed formula σ:♦s that adds σs:s to the branch. Thus if M♦ adds σs:s to a
branch, then the prefix σs did not appear on the branch before (that is, there was
no u such that σs:u was on the branch).
The rule M♦ creates a new prefix for the successor state required by a ♦-formula.
Consider a step B

{σs:s} where σ:♦s ∈ B and B is satisfiable. We have to show that
the branch B∪{σs:s} is satisfiable. Since σ:♦s ∈ B, we have that [σ] satisfies ♦s.
Thus there has to be a successor of [σ] that satisfies s. Because B

{σs:s} is a step, we
have σs:s /∈ B. Hence the prefix σs does not appear on B. Thus we can interpret
σs as a successor of [σ] where s holds. Hence B ∪ {σs:s} is satisfiable.
The rule M� propagates a �-formula to a prefix that stands for a successor state.
Consider a step B

{σt:s} where σ:�s ∈ B, σt:t ∈ B and B is satisfiable. Then [σ]
satisfies �s. Thus all successors of [σ] satisfy s. Because σt:t ∈ B, we have that
[σ]→M [σt]. Thus [σt] satisfies s. Hence B ∪ {σt:s} is satisfiable.

Completeness

To prove completeness, one can show that every evident branch B corresponds to
a modelM that satisfies every formula on the branch. From this, it follows that
consistent branches are satisfiable. The model is constructed as follows. The set
of states |M| is the set of prefixes that appear on the branch. A state σ is labeled
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5 The Modal Case

with p, that is σ ∈ Mp, iff σ:p ∈ B. The transition relation is obtained from the
structure of the prefixes. We set σ →M σs iff σs:s ∈ B. Then one can show that
M, σ |= s for all σ:s ∈ B by induction on the size of s.

Termination

The tableau system terminates. First note that all modal formulas and all elements
of prefixes are subformulas of the initial formula. Thus it suffices to show that
the length of the prefixes is bounded. We write |σ| for the length of a prefix σ,
i.e., the number n such that σ = s1 · · · sn. We define the modal depth d(s) of a
formula s as follows.

d(p) = 0
d(¬p) = 0

d(s ∧ t) = max{d(s), d(t)}
d(s ∨ t) = max{d(s), d(t)}
d(♦s) = 1 + d(s)
d(�s) = 1 + d(s)

Let d0 be the modal depth of the initial formula. We have the following invariant
for all prefixed formulas σ:s on the tableau.

|σ|+ d(s) ≤ d0

Thus the length of all prefixes is bounded by d0.
Since the tableau system terminates and a branch is consistent iff it is satisfiable,
the tableau system fits in our framework.

5.3 Example

An example of a tableau for the formula s := ♦((�q1∨♦¬q2)∧ (p1∨p2)∧♦q2∧
�(¬q1∨¬q2)) is depicted in Figure 5.5. Note that sq2 : q2 and s¬q2 : ¬q2 do not
clash because they have different prefixes. Branch e is evident. It contains the
prefixes ε, s, sq2 and s¬q2. Thus this branch corresponds to a model with 4 states,
which is depicted in Figure 5.3. Each state is annotated with the predicates that
hold at the state.
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ε s

p1

sq2

q2

s¬q2

Figure 5.3: Model of the initial formula from Figure 5.2

Since the tableau system fits in our framework, we automatically obtain a back-
jumping procedure for it. Figure 5.4 shows the instantiation of the dependency
sequent rules from Figure 4.3 for the modal tableau system. In Figure 5.5, we
present an example of a tableau with backjumping for the same formula as in the
tableau in Figure 5.2. Note that the backjump from branch b to the branch d
results from a clash of formulas with prefix sq2, but allows to jump over branching
point 2, whose formulas have prefix s. Thus this backjumping calculus allows to
jump over formulas with different prefixes.

46



5.3 Example

Dmod
0 σ :s⇒ σ :s

Dmod
α,∧

A⇒ σ :s1∧· · ·∧sn
A⇒ σ :si

i∈[1,n]

Dmod
α,♦

A⇒ σ :♦s
A⇒ σs :s

Dmod
α,�

A⇒ σ :�s A′ ⇒ σt : t
A,A′ ⇒ σt :s

Dprop
β

A⇒ σ :s∨t A′, σ :s⇒ ⊗
A,A′ ⇒ σ : t

Dprop
⊗

A⇒ σ :s A′ ⇒ σ :¬s
A,A′ ⇒ ⊗

Figure 5.4: Instantiation of the rules in Figure 4.3 for the modal tableau system
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6 Discussion and Future Work

We have formalized and proven correct backjumping with dependency sets for
a class of tableau systems and introduced dependency sequents as a semantic
characterization of dependency sets.
Now, we want to discuss possible extensions of our approach.

6.1 Blocking

Prefixed tableau systems for modal logics often employ a blocking technique to
ensure termination (e.g., [5, 18]). Blocking restricts the applicability of certain
tableau rules to a branch based on structural properties of the branch.
Interestingly, blocking does not interfere with backjumping. As long as blocking
does not forbid all applicable rules, it acts like a rule selection strategy. Hence
this does not affect the correctness of backjumping. When blocking does not
allow to apply any rule to a branch, then the branch is known to be satisfiable by
some external theorem provided that the blocking conditions are correct. At this
point, the algorithm stops and we have that the initial formula is satisfiable by
the external theorem regardless of what backjumping did before.
So we expect that our approach extends to tableau systems with blocking.

6.2 Non-terminating Tableau Systems

For undecidable logics like first-order logic, all complete tableau systems are non-
terminating. Non-terminating tableau systems need additional care because they
require to consider infinite evident sets and the rule application strategy has to be
fair, that is, no rule is ignored infinitely often. We conjecture that it is possible
to extend the present approach to non-terminating tableau systems.

6.3 Monotonicity

Another outstanding issue is the limited expressiveness of tableau rules. By defin-
ing tableau steps as the closure T̂ of the set T of tableau rules, we ensured that
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if a rule applies to a branch B, then it applies to every larger branch B′ ⊇ B (up
to some restrictions, see Proposition 2.3). Thus a tableau rule that applies to a
branch B cannot require that a formula, say s, is not on the branch because the
rule automatically applies to B ∪ {s} (provided that B ∪ {s} is not clashed and
contains no conclusion of the rule). We call tableau systems whose steps satisfy
Proposition 2.3 monotone. Monotonicity is essential for our correctness proof.
But there are non-monotone tableau systems. A particularly simple case of non-
monotone tableau systems are tableau systems with freshness conditions. For
example, the prefixed tableau systems by Fitting [7] and Massacci [23] impose
fresh prefixes. They require that a prefix introduced by the ♦-rule is not on the
branch before. In Chapter 5, we showed how this requirement can be avoided by
computing prefixes in a way such that they cannot collide. This way, we obtained
a monotone tableau system.
But there are more severe cases where it is not obvious how to make a tableau
system monotone. For example, Schneider’s [28] tableau system for modal logic
with transitive closure uses a loop-check technique that requires lower as well as
upper bounds on the sets of formulas at the nodes of a loop in order to cause a
clash. Since an upper bound means that certain formulas are not on the branch,
Schneider’s system cannot be expressed within our current framework. Extending
the present approach to non-monotone tableau systems is future work.
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