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Abstract

This thesis presents Spartacus, a tableau-based reasoner for hybrid logic with
global modalities and reflexive and transitive relations. To obtain termination
in the presence of global modalities and transitive relations, Spartacus uses
pattern-based blocking. To achieve a competitive performance on practical prob-
lems, we employ a range of optimization techniques.

After describing the architecture of Spartacus, we evaluate the impact of pattern-
based blocking and the implemented optimization techniques and heuristics on
the performance of the prover. We also compare our system with existing rea-
soners for modal and description logics.

From the evaluation we conclude that pattern-based blocking is a promising
technique that can significantly improve the performance of modal reasoning.
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Chapter 1

Introduction

Hybrid logic is an expressive extension of modal logic. Like modal logic, hybrid
logic is used to reason about transition systems. Its increased expressive power
compared to basic modal logic lies in the ability to refer to individual states by
the use of nominals, which makes possible reasoning about state equality.

A typical reasoning problem in modal logic is deciding the satisfiability of for-
mulas. Commonly, this problem is tackled using tableau-based algorithms.

This thesis presents an implementation of a tableau-based decision procedure for
hybrid logic with global modalities and reflexive and transitive relations. Our
system employs pattern-based blocking in order to guarantee termination.

This chapter gives a brief overview of hybrid logic and existing approaches for
deciding satisfiability. Following that, we mention the contributions of our work
and outline the organization of the thesis.

1.1 Hybrid Logics

Modal logics [12] are used to reason about transition systems. The basic modal
logic contains operators for reasoning about states that are accessible from a
given state. References to states in basic modal logic are always relative to the
unnamed “current” state. So we can talk about successors of the current state
but not about any fixed named states.

Hybrid logic [4] enriches the expressiveness of modal logic by allowing to explicitly
refer to individual states. The simplest hybrid logic is obtained by extending
basic modal logic with nominals, which can be seen as predicates that are true
in exactly one state. Nominals are used to name individual states and allow to
reason about state equality.

Most hybrid logics also include a satisfaction operator that is used to specify
which property holds on a certain named state. Expressiveness can be increased
further by adding operators like global modalities. The universal global modality
can express that a property holds on all states. Its dual, the existential modality,
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10 CHAPTER 1. INTRODUCTION

expresses that at least one state exists on which a certain property holds. Further
expressive extensions can be obtained by including difference, converse or graded
modalities.

Hybrid logics are closely related to description logics [54, 11, 1], which have ap-
plications in many fields, including software engineering [66], medical informat-
ics [53], web-based information systems [35], natural language processing [20]
and database technology [15].

1.2 Deciding Satisfiability

A typical reasoning problem for modal logics is deciding the satisfiability of a
formula, i.e., determining whether there exists a transition system that fulfills all
constraints specified by the formula. For computationally deciding satisfiability,
several approaches exist.

The most widely used approach are tableau-based algorithms [36]. Given a for-
mula, a tableau algorithm works by inferring constraints on transition systems
specified by the formula by applying so-called tableau rules, either returning a
representation of a satisfying transition system or proving the formula unsatisfi-
able. Examples of systems based on the tableau method include the hybrid logic
reasoner HTab [31] and description logic reasoners like DLP [52], FaCT++ [64],
pellet [58] and RacerPro [28].

A related approach is based on hypertableaux [7], which aim at reducing the
nondeterminism involved in tableau algorithms. A reasoner following this ap-
proach is HermiT [51]. There also exists the translation-based method, which
works by transforming a modal formula into a decidable fragment of first-order
logic (FOL) and using a reasoner for FOL in order to decide satisfiability. For
instance, MSPASS [38] and Hoolet [8] are reasoners for modal and, respec-
tively, description logics that follow this approach. It is also possible to apply
resolution directly on a hybrid formula (without translation), as it is done by the
hybrid logic reasoner HyLoRes [2].

Other existing computational approaches include sequent-based, game-based and
automata-based methods [36].

Implementing an efficient decision procedure for hybrid logic is challenging. Even
in the case of basic modal logic, a naïve implementation of a tableau algorithm
will perform very badly. Hence, to get a system of practical value, it is crucial
to employ various computational optimization techniques [36]. Further issues
arise once support for nominals and global modalities is to be added. In basic
modal logic, the transition system constructed by the tableau algorithm has the
shape of a tree, enabling the tableau algorithm to proceed in a strictly top-down
manner [45]. Once nominals are used, the shape of the transition system can be
more complex and more sophisticated strategies are required. Furthermore, in
the presence of global modalities or transitive relations, blocking must be used
to guarantee termination of the tableau algorithm [44, 36, 40].
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1.3 Contributions

In this thesis, we present Spartacus, an implementation of a tableau-based deci-
sion procedure for hybrid logic with global modalities and reflexive and transitive
relations.

Spartacus implements pattern-based blocking, a technique proposed by Kamin-
ski and Smolka [42]. They argued that pattern-based blocking can significantly
reduce the worst-case size of tableau branches [41] compared to chain-based
blocking as described in [13]. One of the key motivations for our work is to test
whether pattern-based blocking has a positive effect on performance in practice.
This thesis presents our implementation of pattern-based blocking and evaluates
its impact on the performance of a practical decision procedure. Three data
structures are compared regarding their effectiveness for storing and querying
blocked patterns.

To improve the performance of Spartacus, several optimization techniques are
implemented. In particular, we explore a new technique called lazy branching.

Spartacus allows for different strategies of tableau rule application, which en-
ables us to evaluate their practical fitness.

1.4 Outline

The following chapter introduces syntax and semantics of hybrid logic with the
satisfaction operator and global modalities. It also describes the tableau algo-
rithm Spartacus is based on, including the blocking technique used to guarantee
termination. Chapter 3 is concerned with the architecture of Spartacus. The
implementation of pattern-based blocking is described in Chapter 4. Chapter 4
also gives an overview of the implemented optimization techniques. Chapter 5
presents the results of the evaluation of our system. Chapter 6 concludes the
thesis.
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Chapter 2

Hybrid Logic

This chapter describes the theoretical foundation for a tableau-based decision
procedure for hybrid logic.

Section 2.1 explains the syntax we use for hybrid logic as well as its seman-
tics. Section 2.2 describes the basic tableau algorithm Spartacus is based on.
Section 2.3 explains blocking conditions required for termination. Section 2.4 is
concerned with extensions of the tableau algorithm in order to support reflexivity,
transitivity and seriality.

2.1 Hybrid Logic with E

This section provides a basic definition of the syntax and semantics of H(@, E),
the hybrid logic with the satisfaction operator and global modalities.

Traditionally, modal logic is regarded as an isolated logic whose semantics is
typically defined in terms of Kripke structures [12, 36]. However, modal logic is
also known to be a fragment of higher-order logic [22, 23]. Modal operators can
be seen as higher-order constants [9, 42]. Accordingly, modal decision procedures
can be described using higher-order syntax [29, 42].

We represent modal logic in simple type theory, following the representation
in [42]. Terms and types are defined as usual. Unless otherwise stated, we use
the letters s, t to denote types.

For a term t and a type τ , the notation t : τ is used to express that the term t
is of type τ .

For types τ1, τ2, the functional type τ1τ2 is interpreted as the set of all total
functions from the interpretation of τ1 to the interpretation of τ2. The notation
τ1τ2τ3 is used as an abbreviation for τ1(τ2τ3).

We use λx.t1 and t1t2 to denote abstraction and application, respectively. The
notation t1t2t3 is used as an abbreviation for (t1t2)t3.

The representation of modal logic in simple type theory makes use of two base
types, B and S. The interpretation of B consists of the two truth values, true
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14 CHAPTER 2. HYBRID LOGIC

and false. Terms of type B are called formulas. The base type S is interpreted
as a nonempty set whose elements are called states or worlds.

We will use three kinds of variables. Variables of type S are called nominal
variables or nominals. Variables of type SB are called propositional variables and
variables of type SSB are called relational variables. Unless otherwise stated,
the letters x, y, z will denote nominals, the letters p, q will denote propositional
variables and the letter r will denote a relational variable.

Intuitively, the logic can be seen as describing properties of graphs. Nominals
denote states, which correspond to nodes in the graph and relational variables
denote relations between states, which correspond to labeled directed edges in
the graph. Propositional variables denote properties on states or nodes.

The following logical constants are used with their usual meaning:

>,⊥ :B ∃,∀ : (SB)B
¬ :BB =̇ :SSB

∧,∨,→ :BBB

For the boolean connectives ∧, ∨, → and the identity =̇, infix notation is used.
For instance, t1 ∧ t2 is written instead of (∧)t1t2. For ∃(λx.t) and ∀(λx.t), the
common abbreviations ∃x.t and ∀x.t are used. When convenient, ẋ is used as an
abbreviation for (=̇)x : SB, i.e., the application of the equality constant =̇ to a
single argument x.

Modal syntax is embedded into higher-order syntax by representing modal terms
as terms of type SB [9, 42]. This representation requires lifted versions of the
boolean connectives that take terms of type SB as arguments. They are defined
as follows:

Definition 2.1 (Lifted boolean connectives).

¬̇px=¬(px) ¬̇ : (SB)SB
(p ∧̇ q)x= px ∧ qx ∧̇ : (SB)(SB)SB
(p ∨̇ q)x= px ∨ qx ∨̇ : (SB)(SB)SB

In addition, the modal constants 〈_〉, [_], E, A, and @ are used, which are
defined as follows:

Definition 2.2 (Modal constants).

〈r〉px= ∃y.rxy ∧ py 〈_〉 : (SSB)(SB)SB
[r]px= ∀y.rxy → py [_] : (SSB)(SB)SB
Epx= ∃p E : (SB)SB
Apx= ∀p A : (SB)SB

@ypx= py @ :S(SB)SB

The diamond (〈_〉) and box ([_]) operators are used to reason about the suc-
cessors of a state with respect to some accessibility relation r. A formula of the
form rxy is called an r-edge from x to y. If rxy holds, y is called an r-successor
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of x. The diamond operator asserts the existence of an r-successor that has a
certain property. Its dual, the box operator, asserts that all r-successors have a
certain property.

The global modalities E (existential modality) and A (universal modality) are
used to assert that a certain property must hold on some state or on all states,
respectively. The satisfaction operator (@) is used to express that a certain
property must hold on a particular named state.

Modal terms are defined as follows:

Definition 2.3 (Modal terms). A term t : SB is modal if it has the form

t ::= p | ẋ | ¬̇t | t ∧̇ t | t ∨̇ t | 〈r〉t | [r]t | Et | At | @xt

We apply the convention that ∨̇ binds weaker than ∧̇ and ∧̇ is preceded by ¬̇,
〈r〉, [r], E, A and @x. For instance, we write 〈r〉p ∨̇ p ∧̇ q for (〈r〉p) ∨̇ (p ∧̇ q) and
[r]¬̇p ∧̇ q for ([r](¬̇p)) ∧̇ q.

In the following, it is convenient to assume that modal terms are normalized
such that negations occur only immediately before propositional variables and
nominals.

Definition 2.4 (Negation-normal form (NNF)). A modal term t : SB is in
negation-normal form (NNF) if it has the form

t ::= p | ¬̇p | ẋ | ¬̇ẋ | t ∧̇ t | t ∨̇ t | 〈r〉t | [r]t | Et | At | @xt

Each modal term can be transformed into an equivalent term in NNF in linear
time by pushing negations inwards, applying de Morgan’s laws and using the
duality between the modal operators.

Definition 2.5 (Modal interpretation). A modal interpretation M is an in-
terpretation that

• interprets B as the set {0, 1},

• interprets S as a non-empty set,

• interprets > as 1 (i.e., true) and ⊥ as 0 (i.e., false),

• gives the logical constants >, ⊥, ∧, ∨, →, ∃, ∀, =̇ their usual meaning,
and

• satisfies the equations of Definition 2.1 and Definition 2.2.

We use the following semantic notions:

Definition 2.6 (Models, satisfiability and validity). Let t : SB be a modal
term.

• A modal interpretation M satisfies t iff there exists a nominal x ∈ MS
such thatMtx = 1

• A modal interpretationM that satisfies t is called a model for t.
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• t is satisfiable iff there exists a model for t.

• t is unsatisfiable iff t is not satisfiable.

• t is valid iff for all modal interpretationsM and for all nominals x ∈MS
it holds thatMtx = 1.

Typical reasoning problems of modal logics include deciding satisfiability or va-
lidity of a modal term. Validitity can be reduced to satisfiability since a formula
t is valid iff ¬̇t is unsatisfiable.

The set of variables that occur free in a term t is denoted by Vt. For a set X of
terms, VX is defined as

⋃
{Vt | t ∈ X}.

2.2 Tableaux for H(@, E)

One method to decide modal satisfiability is to use a tableau algorithm. The
tableau method was invented by Beth [10] and Hintikka [30], with Beth [10] being
the first to use the term tableau. The general idea behind tableau algorithms is
to gradually infer new terms by applying inference rules, called tableau rules, to
terms that have already been derived. Satisfiability of a modal term t is proven
if this approach yields a model for t.

This section explains the tableau algorithm for H(@, E) as described in [42].

The set of terms that have been inferred at a certain point during tableau con-
struction is called a tableau branch, which is defined as follows:

Definition 2.7 (Tableau branch). A tableau branch Γ = {t1, . . . , tn} is a set
of terms such that each ti (1 ≤ i ≤ n) is either

• a formula of the form tx for some negation-normal modal term t, or

• an edge of the form rxy.

The nominal x occurring in a formula tx refers to the individual state on which
the term t holds. Thus, its function is analogous to a prefix used in related
calculi [13, 14, 46].

Since, in the following, our formulas containing modal terms will always have the
form tx, we will assume the modal operators in t to have a higher precedence than
the final application of t to x. For instance, 〈r〉tx will be seen as abbreviation
for (〈r〉t)x.

For each branch Γ, we define a state equivalence relation ∼Γ representing the
equational constraints that hold on Γ:

Definition 2.8 (State equivalence relation). Let Γ be a branch. The state
equivalence relation ∼Γ is defined as the equivalence closure of the relation

{(x, y) | ẋy ∈ Γ} ∪ {(x, x) | x ∈ VΓ}
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R ∧̇
(t1 ∧̇ t2)x
t1x t2x

R♦

〈r〉tx
rxy ty

y 6∈ VΓ RE

Etx

ty
y 6∈ VΓ

R ∨̇
(t1 ∨̇ t2)x
t1x | t2x

R�

[r]tx rxy

ty
RA

Atx

ty
y ∈ VΓ

R@

@ytx
ty

R=̇

tx

ty
x ∼Γ y, t modal

Γ is the tableau branch to which a rule is applied.

Figure 2.1: Tableau Rules

A tableau calculus for H(@, E) is defined by the rules in Figure 2.1. A tableau
rule specifies which formulas can be inferred from the formulas already contained
on a branch Γ. For instance, for a branch Γ ⊇ {[r]tx, rxy}, according to the rule
R� the term ty can be derived, yielding an extended branch Γ′ = Γ ∪ {ty}
containing the derived term in addition.

Definition 2.9 (Extensions). A branch Γ′ is called an extension of a branch
Γ if Γ′ can be obtained from Γ by finitely many applications of tableau rules
defined in Figure 2.1. If additionally Γ′ ) Γ, then Γ′ is called a proper extension
of Γ.

A branch Γ is called maximal if there is no branch Γ′ such that Γ′ is a proper
extension of Γ.

The application of a tableau rule to a branch Γ yields one or, in the case of
R ∨̇ , two extended branches. Thus, a tableau can be visualized by a tree where
the root is labeled with the terms of the initial branch, the edges are labeled
with the rules applied and the other nodes are labeled with formulas derived
by the corresponding rule applications. Figure 2.2 shows an example of such a
visualization.

An important property of a tableau branch is whether it contains obvious con-
tradictions. This notion is formalized as follows:

Definition 2.10 (Closed and open branches). A tableau branch Γ is called
closed if, for some x, y and p, either

• px ∈ Γ and ¬̇px ∈ Γ, or

• ¬̇ẋy ∈ Γ and x ∼Γ y.

Otherwise, Γ is called open.

Definition 2.11 (Satisfiability of branches). A modal interpretationM sat-
isfies a branch Γ if it satisfies every formula t ∈ Γ, i.e., from t ∈ Γ it follows that
Mt = 1. For a branch Γ, the notion of satisfiability is analogous to the notion
of satisfiability for single terms.
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(〈r〉p ∧̇ ([r]¬̇p ∨̇ [r]q))x

R ∧̇
(〈r〉px), ([r]¬̇p ∨̇ [r]q)x

R♦

py, rxy

yy
yy

yy
yy

EE
EE

EE
EE

[r]¬̇px

R�

[r]qx

R�

¬̇py qy

Figure 2.2: Example of a tableau

In particular, closed branches are always unsatisfiable as there exists no modal
interpretation that satisfies both a term and its negation.

The tableau rules of Figure 2.1 are sound in the sense that a branch Γ is un-
satisfiable if and only if all extensions of Γ are unsatisfiable. Furthermore, the
tableau rules are complete in the sense that repeated application of the rules
can reduce every unsatisfiable branch to a set of closed branches [42]. Together
with the blocking conditions stated in the following section, which are required
for termination, the tableau rules of Figure 2.1 thus yield a decision procedure
for satisfiability in H(@, E). The unsatisfiability of a modal term t in negation-
normal form is proven by starting with a branch Γ = {tx} for some x 6∈ Vt
and successively applying all tableau rules that lead to proper extensions. The
term t is satisfiable if tableau construction yields a maximal open branch and
unsatisfiable otherwise.

2.3 Blocking

The tableau calculus presented in Section 2.2 is not terminating. For terms
of the shape Atx where t contains a diamond or an existential modality, the
tableau construction may not terminate. Figure 2.3 shows two examples of non-
terminating tableau constructions caused by alternating applications of RA and
the nominal generating rules R♦ or, respectively, RE .

Termination of tableau expansion can be ensured by introducing blocking con-
ditions that restrict the applicability of the rules that introduce new nominals,
RE and R♦.

The blocking condition for RE is simple. It states that the rule RE must not
be applied to a formula Etx ∈ Γ if there exists a witness for t, i.e., some y such
that ty ∈ Γ.

For R♦, a more complex blocking condition is needed. We use a technique
called pattern-based blocking, which was introduced by Kaminski and Smolka
[42]. Unlike the traditional chain-based techniques [36, 13] it does not require
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AEpx

RA

A〈r〉px

RA

Epx

RE

〈r〉px

R♦

py

RA

py, rxy

RA

Epy

RE

〈r〉py

R♦

pz pz, ryz

Figure 2.3: Non-terminating tableau constructions

any information about the order in which nominals are introduced to a branch.

Roughly speaking, the idea behind pattern-based blocking is not to apply R♦ to
〈r〉sx ∈ Γ if there is a z such that 〈r〉sx can be satisfied by adding to Γ the edge
rxz such that this addition does not trigger any box propagations.

The blocking condition described in [42] achieves this by introducing the notion
of a pattern:

Definition 2.12 (Diamond pattern). The diamond pattern of 〈r〉sx on a
branch Γ is defined as

PΓ(〈r〉sx) := {〈r〉s} ∪ {[r]t | [r]tx ∈ Γ}

Using this definition, the blocking condition for R♦ can be formulated as fol-
lows: The rule R♦ must not be applied to a formula 〈r〉sx ∈ Γ if there are
y, z such that ryz, sz ∈ Γ and PΓ(〈r〉sx) ⊆ PΓ(〈r〉sy). In practice, this check
can be performed by remembering, at the time we do diamond expansion, the
corresponding pattern as expanded.

This blocking condition is subsumed by the blocking condition introduced in [40],
which states that R♦ must not be applied to 〈r〉sx ∈ Γ if there is a z such that
sz ∈ Γ and for all {t|[r]tx ∈ Γ}, it holds that tz ∈ Γ. Note that, in the latter
approach, termination is only guaranteed if the rule R� is prioritized before R♦.

In contrast to the blocking condition in [42], it remains open whether the stronger
condition in [40] can be implemented efficiently. Hence, we decided to implement
the weaker blocking condition described in [42].

Pattern-based blocking does not only guarantee termination in the presence
of global modalities but can also reduce search space. For instance, if the
tableau algorithm without pattern-based blocking is applied to the branch Γ =
{〈r〉(p ∧̇ 〈r〉t) ∧̇ 〈r〉(q ∧̇ 〈r〉t)}, the formula 〈r〉t might be tested for satisfiability
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Rrefl

[r]tx
tx

r reflexive Rtrans

[r]tx rxy

[r]ty
r transitive

Figure 2.4: Tableau rules for reflexivity and transitivity

twice, depending on the tableau construction strategy. When pattern-based
blocking is applied, this is prevented by the blocking condition.

For practical purposes it is beneficial to work with reduced diamond patterns.

Definition 2.13 (Reduced diamond pattern). The reduced diamond pattern
of 〈r〉sx on a branch Γ is defined as

PR
Γ (〈r〉sx) := {s} ∪ {t | [r]tx ∈ Γ}

The blocking condition for R♦ with reduced diamond patterns states that the
rule R♦ must not be applied to a formula 〈r〉sx ∈ Γ if there are y, z such that
ryz, sz ∈ Γ and PR

Γ (〈r〉sx) ⊆ PR
Γ (〈r〉sy).

The advantage of using the reduced blocking condition is that it may be applica-
ble more often than the original blocking condition. The reason is that, using re-
duced diamond patterns, the relational symbols are not relevant and the bodies of
diamonds and boxes can be exchanged. For example, unlike the original blocking
condition, the reduced blocking condition is applicable for 〈r1〉tx on a branch Γ =
{〈r1〉tx, 〈r2〉ty, ryz, tz} and for 〈r〉sx on Γ = {〈r〉sx, [r]tx, 〈r〉ty, [r]sy, ryz, sz, tz}.

2.4 Reflexivity, Transitivity and Seriality

The tableau algorithm presented in Section 2.2 with blocking conditions de-
scribed in Section 2.3 can easily be extended to enforce reflexivity, transitivity
or seriality of relations [19, 42, 46].

Definition 2.14 (Reflexivity, transitivity and seriality). A relation r is

• reflexive iff every state is an r-successor of itself,

• transitive iff for every state x it holds that if y is an r-successor of x and z
is an r-successor of y, then z is an r-successor of x, and

• serial iff for every state x there exists an r-successor of x.

Reflexivity and transitivity can be enforced by the additional tableau rules Rrefl

and Rtrans shown in Figure 2.4. Seriality of a relation r can be enforced by
conjoining the term A〈r〉>̇ (where >̇ = λx.>) to the term that is to be tested
for satisfiability.

While the original definition of pattern-based blocking is applicable for transitive
relations without modifications, the reduced blocking condition must be adapted.
The reason is that, if r is transitive, a box [r]t that holds on x also holds on all
r-successors of x. So, for instance, if r is transitive, [r]〈r〉p ∧̇ 〈r〉¬̇p is satisfiable
but 〈r〉〈r〉p ∧̇ [r]¬̇p is unsatisfiable, while both terms have the reduced pattern
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{〈r〉p, ¬̇p}. A similar problem occurs when relational variables are exchanged. If
r is transitive, 〈r′〉〈r〉p ∧̇ [r′]¬̇p is satisfiable but 〈r〉〈r〉p ∧̇ [r]¬̇p is unsatisfiable.

To cope with the above problems, we adapt the definition of reduced patterns as
follows:

Definition 2.15 (Reduced transitive diamond pattern). For a transitive
relation r, the reduced diamond pattern of 〈r〉sx on a branch Γ is defined as

PR
Γ (〈r〉sx) := {s} ∪ {t, [r]t | [r]tx ∈ Γ}
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Chapter 3

Architecture of Spartacus

This chapter explains the basic architecture of Spartacus.

Section 3.1 gives an overview of the implementation and a brief description of
practical considerations required to implement the tableau algorithm efficiently.
The subsequent sections give a more detailed explanation of the core components
needed for deciding basic modal logic. Section 3.5 explains additional infrastruc-
ture to support global modalities, state equality, the satisfaction operator as well
as reflexive, transitive and serial relations.

3.1 Overview

The implementation is based on the tableau algorithm presented in Section 2.2.
It attempts to compute, for any given modal term t, whether t is satisfiable. In
order to do this, it tries to find a model for t by constructing a maximal open
branch that is an extension of the branch Γ = {tx} for some x 6∈ VΓ.

The transition from the theoretical description of the tableau algorithm to an
efficient decision procedure requires some practical considerations.

One of those considerations concerns the practical application of the rule R ∨̇ .
It is necessary to check whether at least one of the branches obtained by its
application has a maximal open extension. We chose to perform depth first
backtracking search, a technique that considers only one branch at a time, as it
is done in many logic reasoners [33, 52, 31]. This means, a disjunction (t1 ∨̇ t2)x
on a branch Γ is handled by selecting one of the disjuncts ti. Only after the
algorithm fails to find a maximal open extension of Γ ∪ {tix}, the other branch
Γ ∪ {tjx} (j 6= i) is considered.

Another issue concerns the representation of the information that holds on a
branch. For theoretical purposes, it suffices to regard a branch as a set of terms.
For practical purposes, it is desirable to structure the terms in such a way that
they can be accessed efficiently. The general idea is to store terms that pertain
to a particular node in the same place and separate from terms that pertain to
other nodes [36]. A so-called node store (cf. Section 3.3) stores, for each node,

23
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Figure 3.1: Architecture of Spartacus

the terms that have been inferred as constraints on that node and the list of its
successors with respect to the accessibility relations. Intuitively, the node store
stores the transition system determined by the constraints that have been derived
by tableau expansion. When a new constraint is inferred, the contents of the node
store are changed accordingly. The corresponding operations on the node store
include creating new nodes and edges between nodes (e.g., when applying R♦)
and adding newly derived terms to existing nodes. When a negation of a term
already contained in a node is added to that node, the algorithm continues with
the exploration of the next branch.

Another consideration involves the applicability of tableau rules. In theory, a
tableau rule is applicable on a branch Γ if it leads to a proper extension of Γ. In
practice, one needs an efficient way to determine when a rule becomes applicable.
This may happen when a new term is added to a node or when a new node or a
new edge is created. In order to keep track of new terms that have been added
to a node and for which a rule must still be applied, a technique similar to the
ToDo list architecture of FaCT++ [64] is implemented. The general idea is to
use an agenda (cf. Section 3.2) to keep track of terms for which a rule must still
be applied.

Figure 3.1 sketches how the agenda, the node store and backtracking search
interact in order to determine whether a modal term of basic modal logic is
satisfiable. Initially, the node store contains a single node. The input term that
is to be tested for satisfiability is added to that node and terms for which tableau
rules must be applied are added to the agenda. The agenda is processed until
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either it becomes empty or there are no alternative branches to be explored after
a branch has become closed.

In the latter case, the input is proven to be unsatisfiable as all branches are
closed. If, however, the agenda becomes empty, all applicable tableau rules have
been applied. Hence, a maximal open branch has been found and a model for
the input can be obtained from the contents of the node store.

In order to support global modalities, equality and the satisfaction operator,
some extensions to the infrastructure are needed as described in Section 3.5.

3.2 Agenda

The agenda is one of the key parts of Spartacus. It is used to keep track of
pending actions. In particular, it stores disjunctions that have not been consid-
ered for branching yet, diamonds and existential modalities not yet expanded,
boxes, universal modalities and satisfaction operators whose contents have not
been propagated yet and equational constraints between nodes (resulting from
positive nominals) that have not been satisfied yet and might later require nodes
to be merged.

In general, if the agenda is empty, all tableau rules that lead to a proper extension
have been applied. As long as the agenda contains terms, tableau construction
continues by selecting a term on the agenda, removing it from the agenda and
inferring new terms by applying corresponding tableau rules. For instance, if a
box expression [r]t pertaining to a node n is considered, the term t is added to
all r-successors of n, corresponding to the application of R�.

Note that most terms can safely be removed from the agenda after the corre-
sponding actions have been performed, as additional tableau rules do not become
applicable for them later during tableau construction. The only exceptions are
box expressions and universal modalities, for which R� or, respectively, RA

might become applicable if a new node is created after they have been processed
and removed from the agenda. Hence, when a new node is created, actions
corresponding to R� or RA

1 are performed immediately. For instance, when
processing a diamond expression 〈r〉s pertaining to a node n, a new r-successor
m of n is created and s is added to m, corresponding to the application of R♦.
In this case, if n already contains the boxes [r]t1, . . . , [r]tk , their bodies t1, . . . , tk
are also added to m immediately, corresponding to the application of R�.

The agenda is implemented as a priority queue [16] with the different types of
actions having different priorities. The prioritization is flexible. For instance,
one can freely choose whether diamond expansions have a higher priority than
processing disjunctions. For diamonds and disjunctions the expansion strategy
can be refined further, e.g., one can choose whether they should be processed in
a FIFO or in a LIFO way.

Since the priority queue is based on a balanced tree map that is ordered according

1cf. Section 3.5.1 for a detailed description on how universal modalities are handled.
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to the priority of the actions, both adding a new action and finding the next
action to be performed can be done in logarithmic time in the size of the priority
queue [43].

3.3 Node Store

Another key part of Spartacus is the node store. It is motivated by the idea of
storing information about a node bundled in the same place and separate from
information about other nodes.

The node store consists of an array that stores, for each node, a list of successors
and a store containing all terms that have been added to the node as constraints
during tableau construction. Each node is assigned a unique identifier, which
corresponds to its position in the array.

Operations on the node store include creating new nodes and edges (e.g., when
applying R♦) and adding newly derived terms to existing nodes. A new node is
created in the intuitive way, by extending the array with an additional element.
A new r-edge from a node n to a node m is created by inserting the node m into
the list of r-successors of n.

For each individual node n, a special data structure is maintained that stores
terms that have been added as constraints to n as well as additional information
needed for optimizations described in Chapter 4. In the following, we use Ln to
denote the set of terms that have been added to n during tableau construction
according to the store of n. The event that a term t is found to hold in a node
n when ¬̇t ∈ Ln is called a clash.

When a new term t is added to a node, it must be checked whether adding t leads
to a clash. In many cases, it is also necessary to add t to the agenda in order
to remember that actions corresponding to t must be performed. In particular,
when a new term t is added to a node n, the following effects will result:

• If ¬̇t ∈ Ln, backtracking is invoked.

• If t is a propositional literal or a negated nominal, it is added to Ln.

• If t is a diamond, box, disjunction or positive nominal, it is added to Ln
and inserted into the agenda together with the information that it pertains
to the node n.

• If t is a global modality or a satisfaction term, it is inserted into the agenda.

• If t = t1 ∧̇ . . . ∧̇ tk is a conjunction, the procedure is repeated for each
ti (1 ≤ i ≤ k).

In order to store terms, a special data structure, term store, is used. Terms of
different syntactic categories are stored in separate stores. For instance, each
node contains separate term stores for diamonds and boxes. Thus, terms of
a given syntactic category can be retrieved independently from terms of other
categories.
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A term store is implemented as ordered and balanced binary tree map that
stores, for each term, dependency information required for our implementation
of dependency-directed backtracking (backjumping, cf. Section 4.3). Therefore,
adding new terms to a term store and determining whether a term store contains
a given term can be done in logarithmic time in the size of the store. If a term
that leads to a clash is found, its dependency information, which is necessary to
invoke backjumping, can be determined without additional costs.

3.4 Backtracking Search

The typical mechanism for dealing with the non-determinism of the rule R ∨̇ is to
apply a depth first backtracking search, exploring one branch at a time [36]. This
means, a disjunction (t1 ∨̇ t2)x ∈ Γ is processed by selecting one of the disjuncts,
let’s say t1x, and continuing with tableau expansion on the branch Γ∪ {t1x}. If
that leads to a clash, backtracking is invoked in order to restore the branch Γ.
Then, the tableau expansion continues on the branch Γ ∪ {t2x}, which contains
the alternative disjunct t2x.

An implementation of backtracking search must keep track of unexplored branches.
In order to perform backtracking efficiently, we also need a mechanism to restore
the contents of the agenda and the node store as they were before a branching
decision.

In the following, we describe how the unoptimized variant of backtracking search
is implemented. Many of the optimizations integrated into Spartacus aim at
improving backtracking search by reducing the search space. Those optimizations
are explained in Chapter 4.

3.4.1 Branching Stack

A branching stack is maintained in order to keep track of unexplored branches.
The branching stack contains, for each branching point, a list of remaining al-
ternatives.

When, according to the agenda, a branching action has to be performed for t =
(t1 ∨̇ . . . ∨̇ tk) located in a node n, one disjunct ti (1 ≤ i ≤ k) of t is selected and
added to n. An item containing the remaining disjuncts {tj | 1 ≤ j ≤ k, i 6= j}
is added to the branching stack. The so-called branching depth is equal to the
number of items contained in the branching stack.

If a clash is detected, backtracking is invoked as described in the following sub-
section. After backtracking is completed, the next alternative is chosen from the
list of remaining alternatives on top of the branching stack. This alternative is
then added to the corresponding node and removed from the list. If that disjunct
is the last alternative of the branching point, the topmost item of the branching
stack is removed.
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3.4.2 Backtracking

When a clash has been detected, all actions depending on the last branching
point must be undone. For this task, two different approaches exist, copying and
trailing.

The copying approach works by storing a copy of the state immediately before
a branching alternative is chosen. Backtracking is done by restoring the saved
state. However, if the branching depth becomes high, many copies have to be
stored, leading to high memory consumption and computational overhead for
copying states.

The other approach, trailing, has a lower memory consumption because back-
tracking is performed by undoing those actions that have been performed since
the most recent branching point. Therefore, in order to employ trailing, the
data structures used during tableau construction must allow to efficiently undo
changes.

Spartacus uses trailing as the backtracking technique to reduce memory con-
sumption and computational overhead. When backtracking is invoked, terms
that have been added to a term store or to the agenda after the branching point
to which the system is backtracked have to be removed. Similarly, nodes and
edges that have been added to the node store after the corresponding branching
point must be deleted.

For most data structures, trailing can be implemented by maintaining a stack
that stores, for each branching depth, the information that has been added at
that branching depth. Backtracking on a store is performed by removing elements
according to the stack. This approach is possible because the branching depth
at which an action is performed is always greater or equal than the branching
depth of all previous actions.

The agenda, however, needs special consideration because it is the only data
structure for which backtracking requires more than removal of information
added after a certain branching point. If the agenda is backtracked to a branch-
ing depth that lies between the depth of insertion of a term t and the depth of
execution of the action corresponding to t, the effects of that action are back-
tracked as well. However, t, which is the cause of that action, is still present
on the branch but, since an action for t has been performed, t is no longer on
the agenda. Hence, t must be reinserted into the agenda so that the action
corresponding to t is rescheduled. In order to do this, the agenda maintains a
reinsertion stack. If an action for a term t is executed at a branching depth
that is greater than the depth at which t has been inserted, t is added to the
reinsertion stack. Thus, it can be reinserted if required after backtracking.

3.5 Extensions

The infrastructure described in the previous sections can handle terms of basic
modal logic. In this section, we present how this system is extended to support
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global modalities (Section 3.5.1), nominals and the satisfaction operator (Section
3.5.2) as well as reflexivity, transitivity and seriality (Section 3.5.3).

3.5.1 Global Modalities

In order to support global modalities, some extensions are required.

An existential modality Et is expanded by creating a new node n and propagating
t to n. In addition, t is added to a global term store that stores all expanded
existential modalities. If this store contains the term t at the time Et is scheduled
for expansion, a new node for t is not created according to the blocking condition
for E described in Section 2.3.

If a universal modality At must be satisfied according to the agenda, t is propa-
gated to all nodes that are contained in the node store at the time of the prop-
agation. In addition, t is added to a global term store that contains all terms
that must hold universally. When a new node n is created, all terms contained
in this store are propagated to n in order to satisfy the universal modality.

In order to guarantee termination in the presence of global modalities, a block-
ing technique is needed as described in Section 2.3. We employ pattern-based
blocking, whose implementation details are described in Section 4.2.

3.5.2 Nominals

In order to support nominals, the node store contains a nominal map, which maps
nominals to nodes. The nominal map is initialized by mapping each nominal x
occurring in the input term to a node n where Ln initially only contains ẋ.

During tableau construction, the nominal map is used to determine which node
corresponds to a given nominal when satisfaction terms must be handled or
equational constraints must be satisfied. A satisfaction term @xt is handled by
propagating t to the node corresponding to x according to the nominal map. The
remainder of this section is concerned with the more involved task of satisfying
equational constraints.

During tableau construction, it can happen that ẋ is found to hold on multiple
nodes n1, . . . , nk. A naïve implementation of the tableau rule R=̇ shown in
Figure 2.1 would copy each term t that holds on ni to hold on nj (1 ≤ j ≤
k, i 6= j), eventually yielding k nodes containing the same information. This
redundancy is avoided by merging the information contained in n1, . . . , nk into
a single representative node.

Equivalence classes of nodes are represented by disjoint set forests [16]. More
precisely, if two nodes m and n are found to be equal, their contents are merged
into one of the nodes, let’s say m, which becomes the representative of the
equivalence class. A forward pointer to m is inserted at the position of n in
the node store. This way, the items on the agenda referring to n do not need
to be changed because the representative m can be determined by following the
forward pointer of n.
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Note that, for the procedure to be correct, it is not necessary to merge two nodes
immediately after inferring that they contain the same nominal. It might be
beneficial to postpone the costly merge operation until further constraints have
been derived. Therefore, when the term ẋ is added to a node n, the information
that ẋ must be satisfied in n is added to the agenda in order to schedule merging
of nodes depending on the prioritization of the agenda.

How an action for ẋ located in n is performed depends on whether n is the
representative node for the nominal x. If this is the case, the equational constraint
is already satisfied and no further action is required. Otherwise the nodes m and
n must be merged in order to satisfy the equational constraint.

In the latter case, one of the nodes, let’s say m, is selected to become the rep-
resentative of the equivalence class. The entry in the node store pertaining to n
is replaced by a forward pointer to m. Terms stored in Ln are copied to Lm. If
a clash is detected in the process, backtracking is invoked. Otherwise, the dia-
mond expressions copied from Ln to Lm must be handled properly. This could
be done by adding them to the agenda as usual. However, we chose a different
approach that works by adding all successors of n to the list of successors of m.
This way, we avoid creating another node for a diamond for which a successor
of n has already been created. For a diamond in Ln for which a node has not
been created at the time of merging, a successor of m will eventually be created,
as it is already on the agenda and m can be determined as representative of n
as described above. In order to make sure that all boxes are propagated to all
successors, each box contained in Lm after merging is added to the agenda.

3.5.3 Reflexivity, Transitivity and Seriality

Support for reflexivity, transitivity and seriality requires only minor changes.

For reflexivity, the rule Rrefl shown in Figure 2.4 is implemented. This means,
when a box expression [r]t is added to a node n and r is a reflexive relation, the
term t is added to n as well.

In order to handle transitivity, propagation of boxes must be adapted according
to the rule Rtrans shown in Figure 2.4. When a box [r]t located in n must be
propagated to an r-successor m of n and r is a transitive relation, [r]t is added
to m in addition to t.

Seriality is handled by initially adding, for each serial relation r, the universal
modality A(〈r〉>̇), where >̇ denotes a valid term that causes no effects when it
is propagated to a node2.

2>̇ is the term represented by the integer 1 as described in Section 4.1.



Chapter 4

Blocking and Optimizations

This chapter provides information about the optimization techniques imple-
mented in Spartacus and describes the implementation of pattern-based block-
ing.

Section 4.1 explains the internal representation of terms as well as the initial
simplification of input terms. Section 4.2 provides detailed information about
the implementation of pattern-based blocking.

Sections 4.3-4.6 describe several optimization techniques that aim at reducing the
size of the search space, i.e., the amount of branches that have to be examined.
Section 4.7 explains caching of unsatisfiable sets of terms.

Spartacus allows optimizations to be turned off, except for normalization of
terms as described in Section 4.1. If desired, pattern-based blocking can also be
disabled. However, as explained in Section 2.3, termination is not guaranteed on
all inputs of H(@, E) if pattern-based blocking is disabled.

4.1 Representing and Normalizing Terms

Much of the data that has to be stored and dealt with during tableau construction
pertains to terms. Hence, the efficiency of an implementation depends on a
suitable internal representation of terms. In particular, the following properties
are desirable:

• Terms should have a compact representation so that they can be stored
cheaply.

• Retrieving additional information about a term must be efficient.

• Conjunctions that contain the same conjuncts should have the same repre-
sentation independent of the order in which they occur. The same applies
to disjunctions.

• Terms containing subterms that are obviously valid or unsatisfiable should
be simplified accordingly.

31



32 CHAPTER 4. BLOCKING AND OPTIMIZATIONS

∧
{t, ¬̇t, . . .} 7→ 0 〈r〉0 7→ 0 E0 7→ 0∨
{t, ¬̇t, . . .} 7→ 1 [r]1 7→ 1 A1 7→ 1∧
{0, . . .} 7→ 0 @x0 7→ 0 A0 7→ 0∨
{1, . . .} 7→ 1 @x1 7→ 1 E1 7→ 1

Figure 4.1: Simplification of terms

• It should be easy to determine whether two terms are negations of each
other.

In general, a representation of hybrid terms that fulfills those properties can
be obtained using techniques similar to those described by Horrocks [33] for
description logic.

The general idea is to represent terms as integers, which we call term indices. This
way, less space is required and efficient data structures for integers can be used.
The tableau system is analytic, i.e., the tableau branches contain only subterms
of the input expression. Hence, it suffices to generate a mapping assigning an
integer to each subterm of the input term. The mapping allows for subterm
sharing. Different occurrences of the same subterm are always assigned the same
integer. The mapping from integers to compact terms, whose subterms have
been replaced by the corresponding integers, is stored in an array A. Hence,
information about a term can be retrieved efficiently.

In order to be able to quickly determine whether two terms are negations of each
other, the negation of a term t is always encoded as an integer that differs from
the index of t only in the least significant bit. This means, if i is even then A[i+1]
is the negation of A[i]. This way, it is possible to detect a clash earlier (e.g., if
{〈r〉p, [r]¬̇p} ⊆ Ln) and not only on the atomic level (i.e., if {p, ¬̇p} ⊆ Ln or
{ẋ, ¬̇ẋ} ⊆ Ln).

Furthermore, conjunctions and disjunctions are normalized. The conjuncts in
conjunctions and the disjuncts in disjunctions are ordered by syntactic category
(e.g., propositional variable, diamond, box, . . . ) and, within the same category,
according to the order of their indices. Double occurrences of the same term
are eliminated. Therefore, conjunctions and disjunctions containing the same
subterms are always assigned the same integer.

In addition, terms are simplified by detecting obvious validity and unsatisfiability.
The integers 0 and 1 are assigned to obviously unsatisfiable and obviously valid
terms, respectively. If a conjunction contains both a term and its negation, it is
obviously unsatisfiable. Therefore, 0 is assigned to it. Similarly, if a disjunction
contains a term and its negation, then 1 is assigned to it. In addition, if the
immediate subterm of a diamond term is obviously unsatisfiable, the diamond
term is also obviously unsatisfiable and 0 is assigned to it. Similar rules are
applied to other operators as shown in Figure 4.1. When 0 is propagated to a
node during tableau construction, backtracking is invoked. Propagating 1 to a
node has no effects.
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4.2 Pattern-based Blocking

Pattern-based blocking is a blocking technique for diamond expressions. While
the theory behind pattern-based blocking is described in Section 2.3, this section
is concerned with the implementation details.

When, according to the agenda, a diamond is due to be considered, we have to
check whether the blocking condition is applicable. To do so, a pattern store
is maintained, which stores the patterns for which a witnessing node exists.
Furthermore, for each node, a term store of blocked diamonds is maintained.

Before a diamond 〈r〉s located in n is expanded by creating a new node, we check
whether a witness already exists for the corresponding pattern. Provided that
{t1, . . . , tk} = {t|[r]t ∈ Ln}, this is the case if the pattern {s, t1, . . . , tk} (or, if
r is transitive, {s, t1, . . . , tk, [r]t1, . . . , [r]tk}, cf. Section 2.4) is contained in the
pattern store. If so, 〈r〉s is not expanded. Instead, 〈r〉s is stored in the term store
of blocked diamonds of the node n. Otherwise, 〈r〉s is expanded as usual and
the pattern s, t1, . . . , tk (if r is transitive: {s, t1, . . . , tk, [r]t1, . . . , [r]tk}) is added
to the pattern store, as a witness for this pattern is generated by the diamond
expansion.

When a new box [r]t is found to hold in a node n, for each diamond contained in
the term store of blocked diamonds of n, we check whether the blocking condition
is still applicable. Those diamonds for which this is not the case are removed
from the store of blocked diamonds and reinserted into the agenda.

If the input is satisfiable, the information about blocked diamonds is used to
compute the complete model. In order to do so, for each blocked diamond 〈r〉s
in n, a node m is searched such that s ∈ Lm and {t|[r]t ∈ Ln} ⊆ Lm. Then, an
r-edge from n to m is inserted.

While the implementation of pattern-based blocking as described so far is suf-
ficient to guarantee termination, a stronger variant of pattern-based blocking is
also implemented, which is possibly more effective as an optimization technique.
The stronger variant does not only store a pattern as blocked when a node is
created but also when the body of a box is propagated to a node later during
tableau construction. This means, when the body t of a box [r]t ∈ Ln is prop-
agated to an r-successor m of n that was created for a diamond 〈r〉s ∈ Ln, the
pattern {s} ∪ {t|[r]t ∈ Ln} (if r is transitive: {s} ∪ {t, [r]t|[r]t ∈ Ln}) is stored
in the pattern store as m is a witness for it.

In order to be efficient, the pattern store must be based on a data structure that
provides an efficient operation for determining whether a superset of a given set is
stored. Since backtracking can reset the status of a pattern from expanded to not
expanded, the pattern store must also be capable of being backtracked. In the
following, we describe three versions of the pattern store. We have implemented
a version based on bit matrices as proposed by Giunchiglia and Tacchella [25] and
a version based on an array of lists, which is derived from the bit-matrix-based
pattern store. A third version of the pattern store is based on a tree-based data
structure as proposed by Hoffmann and Koehler [32].
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0 1 2 3 4 5 . . . 31
M [t1] 1 0 1 1 0 0 . . . 0
M [t2] 1 1 0 1 1 0 . . . 0
M [t3] 1 1 1 0 1 0 . . . 0
M [t4] 0 0 1 1 1 0 . . . 0
M [t5] 0 1 1 1 0 0 . . . 0

Figure 4.2: Example of the contents of a bit matrix after five patterns have been
inserted.

4.2.1 Bit-Matrix-based Pattern Store

One of the implementations of the pattern store uses a bit matrix as proposed
by Giunchiglia and Tacchella [25].

The bit matrix of the pattern store contains, for each subterm of the input, a bit
vector. Each stored pattern corresponds to a bit. The bit matrix is maintained
in such a way that a pattern t1, . . . , tn is stored iff the bitwise

∧
of all bit vectors

corresponding to t1, . . . , tn is a bit vector that contains at least one bit that is
not zero.

For example, figure 4.2 shows the contents of the bit matrix after the insertion
of the patterns {t1, t2, t3}, {t2, t3, t5}, {t1, t3, t4, t5}, {t1, t2, t4, t5} and {t2, t3, t4}.
For instance, since {t1, t2, t4, t5} has been inserted as the fourth pattern, M [ti][3]
is set for ti ∈ {t1, t2, t4, t5}.

In the following, letM denote the bit matrix of the pattern store, letM [t] denote
the bit vector corresponding to the term t and let M [t][i] denote the i-th bit of
the bit vector corresponding to the term t.

Initially, each M [t] is the empty bit vector. A new pattern t1, . . . , tn is inserted
to the store by setting M [ti][c] to one for 1 ≤ i ≤ n, where c is the next bit not
yet used for storing a pattern. A query for whether a superset of {t1, . . . , tn}
is stored is performed by testing whether the bitwise

∧
of M [t1], . . . ,M [tn] is

non-zero.

In order to store all blocked patterns, the size of the bit vectors must be larger
than or equal to the number of blocked patterns. Once the number of patterns
exceeds the size of the bit vectors, which is initially 32, the length of the bit
vectors is doubled.

Since it is typically the case that most of the subterms of the input are not part
of any pattern to be stored, a bit vector for a term t is only allocated when t
is part of a blocked pattern for the first time. In the meantime, the empty bit
vector in M [t] is represented by a special symbol in order to reduce the size of
the bit matrix.
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4.2.2 List-based Pattern Store

A potential drawback of the bit-matrix-based pattern store is that, if many pat-
terns with different terms are stored, the bit matrix is large and sparse, i.e., most
bits in the bit matrix are zero. The list-based pattern store is a modification of
the bit-matrix-based approach that addresses this problem. The general idea is
to store, for each term, a list of integers such that the intersection of all lists
associated with a pattern is empty iff that pattern is not blocked. These lists
thus correspond to the bit vectors in the bit matrix. The length of a list is equal
to the number of stored patterns that contain the corresponding term, whereas
the length of a bit vector depends on the total number of stored patterns. Hence,
the list-based approach may significantly reduce the amount of memory required.

Initialization. Once the encoding of terms as described in Section 4.1 has been
completed, the total number n of subterms of the input is known. An array A
of size n is generated such that each element A[i] (0 ≤ i < n) of A is initially an
empty list. The counter c is set to zero.

Insert operation. When a pattern {t1, . . . , tm} (m > 0) is added to the pattern
store, the current value of the counter c is appended to the lists A[ti] (1 ≤ i ≤ m).
Hence, the lists associated with the pattern share the same element. Formally,
the array is updated as follows:

A′[tj ] =

{
c :: (A[tj ]) if tj ∈ {ti|1 ≤ i ≤ m}
A[tj ] otherwise

After the array has been updated, the counter c is incremented by one. Therefore,
the lists stored in A are always sorted in descending order.

For instance, after the insertion of the patterns {t1, t2, t3}, {t2, t3, t5}, {t1, t3, t4, t5},
{t1, t2, t4, t5} and {t2, t3, t4}, the contents of the lists are as follows:

A[t1]: [3, 2, 0]
A[t2]: [4, 3, 1, 0]
A[t3]: [4, 2, 1, 0]
A[t4]: [4, 3, 2]
A[t5]: [3, 2, 1]

Since, e.g., {t1, t2, t4, t5} has been inserted as the fourth pattern, 3 is contained
in the lists for t1, t2, t4 and t5. Note the similarity between the contents of the
bit matrix in Figure 4.2 and the contents of the lists. An integer is contained in
a list iff the corresponding bit is set in the bit matrix.

Querying. A query pattern {t1, . . . , tm} contains m ≥ 1 terms. If m = 1, a
superset of the query pattern {t1} is stored iff A[t1] is not the empty list. If
the pattern to be queried contains more than one element, i.e., m > 1, it must
be determined whether the intersection of the lists associated with the query
pattern is empty. In other words, it must be checked whether the lists contain
at least one common element. Since the lists are ordered, an obvious way to do
this is to try to find the largest common element.
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fun query {t1, . . . , tm}
Initialization:
for 1 ≤ i ≤ m: li := A[ti]
Apply drop to pairs of lists until the heads of all lists are equal:
while ∃i, j:hd(li) 6= hd(lj ):

for 2 ≤ i ≤ m:
(l1, li) := drop(l1, li)
if l1 = nil then return false

return true

Figure 4.3: Algorithm for computing whether a superset is stored

Let drop be a procedure that, given a pair of two lists l1 and l2, removes all
elements from l1 and l2 that are larger than the largest common element of the
two lists, or returns (nil, nil) if l1 and l2 have no common element. In other
words, drop satisfies the following recursive equations:

drop(nil, ys) = drop(xs, nil) = (nil, nil)

drop(x :: xr , y :: yr) =


(x :: xr , y :: yr) if x = y

drop(xr , y :: yr) if x > y

drop(x :: xr , yr) if x < y

Hence, if the query pattern contains exactly two elements t1, t2, a superset of
{t1, t2} is stored iff drop (A[t1], A[t2]) does not yield (nil, nil). Using drop, a
procedure for query patterns containing more than two elements is obtained in a
straightforward way. A superset of {t1, . . . , tm} (m > 2) is stored iff the function
sketched in Figure 4.3 returns true.

4.2.3 Tree-based Pattern Store

An alternative implementation of the pattern store is based on a data structure
of unlimited branching trees proposed by Hoffmann and Koehler [32].

The pattern store consists of a set of trees whose nodes are labeled with terms
(more precisely, term indices as described in Section 4.1). The general idea is to
represent a pattern {t1, . . . , tn} by a path in a tree containing the labels t1, . . . , tn.
Terms in the path are stored in increasing order as given by their indices, i.e.,
if a node is labeled with t, the label of its children is always strictly larger than
t. A compact forest is obtained as, if two patterns {t1, . . . , tk, tk+1, . . . , tn} and
{t1, . . . , tk, t′k+1, . . . , t

′
n} share their smallest k elements, their representation in

the forest shares the corresponding nodes. Hence, different children of a node
always have a different label.

An example of the forest storing the patterns {t1, t2, t3}, {t2, t3, t5}, {t1, t3, t4, t5},
{t1, t2, t4, t5} and {t2, t3, t4} is shown in Figure 4.4.

In order to store a pattern {t1, . . . , tn}, where t1 < . . . < tn, we first search the
largest prefix t1, . . . , tk (k ≤ n), such that a tree exists whose root is labeled with
t1 and which contains t1, . . . , tk as a path. If such a tree exists, we add the path
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Figure 4.4: Example of a forest storing five patterns

fun query ({t1, . . . , tm}, N)
for x ∈ N such that label(x) ≤ t1 :

if label(x) = t1
then

if m = 1
then return true
else query ((t2, . . . , tm), children(x))

else query ((t1, . . . , tm), children(x))
return false

Figure 4.5: Algorithm for computing whether a superset is stored in the forest

tk+1, . . . , tn as a subtree to the node labelled tk. Otherwise, we add a new tree
consisting of the path t1, . . . , tn to the forest.

Figure 4.5 sketches the query function, which is used to determine whether a
superset of {t1, . . . , tn} is stored in the forest. Provided that t1 < . . . < tn and
N is the set of root nodes of the forest, this is the case iff query ({t1, . . . , tn}, N)
returns true.

Since removing patterns from a forest is non-trivial, the tree-based pattern store
is the only data structure in our implementation that uses copying instead of
trailing for backtracking.

4.3 Backjumping

Backjumping [24] is a variant of dependency-directed backtracking [59] that
makes use of information about the cause of a clash in order to prune the
search space. The technique has been used in constraint solvers [5] and SAT
solvers [21, 56] and adapted to modal and description logic reasoners [33, 52, 60].

Backjumping aims at reducing the search space by avoiding thrashing, i.e., the
exploration of branches that differ only in inessential features from branches that
have been explored previously.

Figure 4.6 illustrates an example where thrashing occurs. Branching search starts
by choosing the alternative p1x of (p1 ∨̇ q1)x. Both branches that are then gen-
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¬̇p2x, ¬̇q2x, (p1 ∨̇ q1)x, (p2 ∨̇ q2)x
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Figure 4.6: Example of thrashing

erated by the disjunction (p2 ∨̇ q2)x are closed as ¬̇p2x and ¬̇q2x are already on
the branch. Naïve backtracking, as described in Section 3.4, does not recognize
that the cause for the branches becoming closed is independent from the choice
made for (p1 ∨̇ q1)x. Therefore, the useless exploration of the alternative branch
containing q1x is not avoided.

Backjumping reduces the amount of thrashing as it makes use of information
about the cause of a clash. While naïve backtracking always goes back to the
most recent branching point, backjumping prunes the search space by ignoring
branching points where a different choice can obviously not result in an open
branch.

One way to implement backjumping is to label each term with a dependency set
that contains the branching points on which the term depends [33]. When a clash
is detected, the dependency sets of the clashing terms are used to determine the
most recent branching point that introduced one of the clashing terms. Then,
backtracking directly jumps back to that branching point.

For backjumping to be correct, it is crucial that each dependency set contains
all the branching points on which the corresponding term depends. It is thus
important to understand, which branching points must be added to the depen-
dency set of a term. In general, a branching point b must be included in the
dependency set of a term t if t has been introduced to the branch by an action
that depends on b.

Assume that b is a branching point containing the alternatives t1, . . . , tn. The
dependency set of the first alternative t1 of a branching point b is the dependency
set of the corresponding disjunction extended with b. When, after a clash, a
subsequent alternative ti (1 < i ≤ n) of the branching point is chosen, the
dependency set of ti additionally contains each element contained in at least one
of the dependency sets of the clashing terms. This is necessary because the clash
could be avoided by a different choice at one of those branching points. Note
that b is removed from the dependency set of the last alternative of b, because, in
that case, jumping to b after a clash would be useless as there are no unexplored
alternatives on b.

The dependency set of a term introduced by an action other than branching is
the union of the dependency sets of the terms on which the action depends. For
instance, the conjuncts of a conjunction t inherit the dependency set of t. When
the body of a box tx = [r]sx is propagated to an r-successor y of x, then the
dependency set of sy is the union of the dependency sets of tx and rxy. If terms
are copied from a node n to a node m to satisfy an equational constraint, their
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dependency sets and the dependency sets of boxes to be propagated to successors
of m must be unioned with the dependency sets of the corresponding nominals.

When a clash is detected, backtracking is invoked with the dependency sets of
the clashing terms. If the union of those dependency sets is empty, it is cer-
tain that there exists no alternative branch that might lead to an open maximal
branch. Therefore, the result unsatisfiable can be returned immediately. Oth-
erwise, backtracking jumps back to the most recent branching point contained
in the union of the dependency sets of the clashing terms. Since a branching
point is only contained in a dependency set if there are unexplored alternatives,
the next alternative can be chosen from this branching point and added to the
branch.

Dependency-directed backtracking as proposed in [59] could prune the search
space even further. By maintaining assumption sets containing all formulas that
have contributed to the closure of a branch, the investigation of any branch that
contains the formulas in one of the assumption sets is avoided. However, it is
not obvious how this approach could be adapted to modal logics.

4.4 Boolean Constraint Propagation

Boolean constraint propagation (BCP) is an optimization technique that helps
reducing the number of branches and lowering the average branching depth [21].

In our realization of BCP, before branching on a disjuction t = t1 ∨̇ . . . ∨̇ tk
located in a node n, we check, for each ti (1 ≤ i ≤ k), whether the negation of
ti is already in Ln. If so, ti does not have to be considered as an alternative
because adding ti would immediately lead to a clash. If, after BCP is applied,
there are at least two alternatives left, branching must be performed on them as
usual, but not on disregarded alternatives.

The greatest gain, however, is achieved if at most one alternative remains. If there
is no remaining alternative, backtracking is invoked immediately. If exactly one
alternative remains, it is added to the branch deterministically.

Note that, if BCP is used in combination with backjumping, eliminated disjuncts
must be handled as if they had actually caused a clash. This means, the union of
the dependency sets of terms with which eliminated disjuncts would have clashed
must be added to the dependency set of each remaining alternative.

We also implemented a more eager version of BCP. Instead of just looking at the
first disjunction on the agenda, it tries to find a disjunction on the agenda that
can be simplified to the point where it contains at most one alternative. If such a
disjunction is found, the remaining alternative is added deterministically, or, if no
alternative remains, backtracking is invoked immediately. Only if no disjunction
can be simplified that far, branching is applied with the weaker version of BCP
as described above.

Thus, the eager version of BCP helps reducing the amount of search by allowing
more deterministic steps to be made before we need to branch. Our implemen-
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Rd
∨̇

(t1 ∨̇ t2)x
t1x | t2x, (¬̇t1)x

Figure 4.7: Tableau rule for disjoint branching

tation of eager BCP can require all disjunctions on the agenda to be examined
every time the propagation routine is invoked. Therefore, eager BCP can also
have a noticeable adverse effect on the performance of the implementation, es-
pecially if many disjunctions are examined without actually detecting cases that
can be simplified far enough. A more sophisticated implementation that reduces
work, e.g., by using watched literals [50, 49], may solve that problem.

4.5 Disjoint Branching

The search technique described so far uses purely syntactic branching. A disjunc-
tion (t1 ∨̇ . . . ∨̇ tk)x is processed by generating a branching point b and selecting
one of the disjuncts, let’s say t1x, to be added to the branch. When backtrack-
ing to b, the disjunct t1x is discarded and tableau construction continues with
an alternative branch containing an alternative disjunct, let’s say t2x. From
backtracking to b and discarding t1x, we know that the alternative branch will
eventually become closed as well if t1x is added to it. However, purely syntactic
branching does not make use of this information.

The problem that arises when branching syntactically is that different branches
are not necessarily semantically disjoint. Therefore, tableau-based algorithms
using syntactic branching cannot polynomially simulate truth-tables [17].

However, the tableau algorithm can be changed to enforce semantically disjoint
branches by replacing R ∨̇ by the tableau rule Rd

∨̇ shown in Figure 4.7 [65]. In
our system, this is implemented as follows: When a disjunct t is discarded, its
negation ¬̇t is added to the corresponding node as an additional constraint. A
possible disadvantage of this approach is that adding (¬̇t)x to the branch might
result in a significantly larger search space. For example, if disjoint branching
is applied on 〈r〉(p ∧̇ q) ∧̇ ([r]¬̇p ∨̇ [r]t) as shown in Figure 4.8, the negation of
[r]¬̇p (i.e., 〈r〉p) is added to the initial node after the first branch has become
closed. Hence, a second r-successor must be created and the subproblem t must
be solved twice.

To avoid this problem, discarded alternatives can also be stored separately in
so-called no-good lists [36]. The general idea is that, if a term t is added to a
node whose no-good list contains t, backtracking can be invoked immediately
because we have already discovered that adding t will eventually lead to a clash.
In general, using no-good lists does not enforce that different branches are se-
mantically disjoint. For instance, if [r](p ∧̇ q) is added to a node whose no-good
list contains only [r]p, backtracking is not invoked immediately.

We have implemented both the disjoint branching rule in Figure 4.7 and no-good
lists.
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Figure 4.8: Example of disjoint branching causing a larger search space

In our system, no-good lists are implemented by maintaining an additional term
store for each node containing the discarded alternatives. When a new term is
added to a node, it is checked whether it is already contained in the corresponding
store of discarded alternatives. If this is the case, backtracking is invoked as usual.

4.6 Lazy Branching

Lazy branching is an extension of an optimization technique known as lazy un-
folding [33]. It aims at reducing the search space by postponing the application
of the tableau rule R ∨̇ to disjunctions containing propositional disjuncts.

In order to describe lazy branching, we use the letter l to denote a propositional
literal that corresponds to a possibly negated propositional variable p. The
negation of l is denoted by l̄. In addition, we use the function σ that maps
a propositional literal l to ⊥ iff l is a negated propositional variable. Formally,
σ is defined as follows:

σl =

{
⊥ l has the form ¬̇p
> otherwise

The general idea behind lazy branching is that a propositional literal l is a witness
for the satisfiability of a disjunction (l ∨̇ . . .) ∈ Ln as long as l̄ 6∈ Ln and provided
that l̄ is not already used as a witness for the satisfiability of another disjunction
(l̄ ∨̇ . . .) ∈ Ln. As long as a disjunction contains such a witness, branching is
not applied. This preserves completeness of the decision procedure because the
addition of a propositional constraint to a branch not containing its negation
does neither lead to a clash nor to another tableau rule becoming applicable.

In order to implement lazy branching, for each node, a special lazy branching store
is maintained that stores disjunctions together with their respective witnesses.
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When a new disjunction t is added to a node, we check whether t contains a
witness for its satisfiability. If so, t is added to the lazy branching store. Only if
t has no witness, t is added to the agenda.

Each lazy branching store contains a map from propositional variables to pairs
of the shape (>, {t1, . . . , tk}) or (⊥, {t1, . . . , tk}). A propositional variable p
is mapped to (>, {t1, . . . , tk}) if t1, . . . , tk are disjunctions that can be delayed
because they contain p as a witness. Similarly, p is mapped to (⊥, {t1, . . . , tk})
if t1, . . . , tk are disjunctions that can be delayed because they contain ¬̇p as a
witness.

In order to determine whether a disjunction t ∈ Ln can be delayed, we first check
whether t contains a propositional literal l such that l ∈ Ln. If so, t is already
satisfied and additional considerations for t are not necessary. Otherwise, we
check whether t contains a propositional literal l, which is a possibly negated
propositional variable p, such that its negation l̄ 6∈ Ln and

• p is mapped to (σl, {t1, . . . , tk}), in which case t can be added to the list,
thus mapping p to (σl, {t, t1, . . . , tk}), or,

• p is not mapped to anything, in which case an entry (σl, {t}) is created to
which p is mapped.

Only if no such l exists, t is added to the agenda.

When a propositional literal l, which is a possibly negated propositional variable
p, is added to n during tableau construction, we check whether p is mapped
to (σl̄, {t1, . . . , tk}), in which case t1, . . . , tk may no longer be delayed due to
their witness becoming false. Consequently, we try to find a different witness for
t1, . . . , tk. The terms ti for which no witnesses can be found are added to the
agenda.

If the input term is satisfiable, propositional constraints on the propositional
variable p corresponding to l are obtained by checking whether the corresponding
lazy branching store maps the propositional variable p to (>, {. . .}) or (⊥, {. . .}).

Besides lazy branching on propositional literals as described above, Spartacus
also implements lazy branching on boxes, which delays a disjunction ([r]t ∨̇ . . .) ∈
Ln if Ln contains no diamonds and r is not reflexive.

Lazy branching could be extended further by postponing disjunctions containing
a negated nominal ¬̇ẋ provided that ẋ 6∈ Ln.

4.7 Caching

Several reasoners for modal logic or description logic cache the satisfiability re-
sults of sets of terms [25, 27, 34] in order to avoid solving the same subproblem
twice. If the set of terms that hold in a node is cached as unsatisfiable, back-
tracking can be invoked immediately. If the set of terms that hold in a node is
cached as satisfiable, the recomputation of the result already known is avoided.
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Reasoners that apply caching typically work top-down, looking at one node at a
time [34, 25]. Using this strategy, a node can be cached as unsatisfiable if it is
deleted during backtracking. Furthermore, a node can be cached as satisfiable
when it and all of its successors are fully expanded.

However, in the presence of global modalities or nominals, the top-down expan-
sion strategy cannot be applied naïvely because constraints can be propagated
upwards. For example, when the procedure is applied to ẋ ∧̇ 〈r〉(〈r〉ẋ), a loop is
created, making it impossible to follow the top-down strategy.

Spartacus features a caching technique that allows to cache unsatisfiable sets
of nominal-free terms regardless of the expansion strategy. For a node n, let Tn

denote the set of terms that have been propagated to n from outside, including
bodies of diamonds, boxes and global modalities. The general idea is to cache
Tn once it is found to be unsatisfiable, provided that Tn is nominal-free.

In order to determine whether Tn is unsatisfiable, we employ a technique that
makes use of the dependency sets used for backjumping (cf. Section 4.3). When a
clash is detected in a node n and Tn is nominal-free, it is checked whether Tn can
be cached. This is the case iff the union of the dependency sets of the clashing
terms does not contain a branching point that pertains to n. If Tn is cached as
unsatisfiable and n has been generated as a successor1 of m, we recursively try
to cache Tm.

A set of formulas T is certainly unsatisfiable if a subset of T is unsatisfiable.
Hence, it is beneficial to use for the cache a data structure that supports efficient
querying for whether a subset of a given set is already cached. For this purpose,
we have implemented both a data structure based on bit matrices as proposed
by Giunchiglia and Tacchella [25] and a tree-based data structure as proposed
by Hoffmann and Koehler [32]. The former approach has the advantage that the
cache can be size bounded [25].

When a cache hit occurs, the dependency set needed for backjumping is approx-
imated as described by Horrocks and Patel-Schneider [34]. Since the approxi-
mated dependency set can contain irrelevant branching points, caching can pos-
sibly limit the effectiveness of backjumping. The negative interaction of caching
with backjumping may be reduced if, for each cached set of terms, the terms
that caused the clash were stored. This way, a better approximation of the
dependency sets would be possible.

When caching is enabled, we typically do not encounter any cache hits and,
therefore, no positive effect on performance. In the few cases were cache hits
occur, the number of branches that are explored often increases when caching is
enabled and a positive effect on the decision time is not encountered.

We have not implemented caching for satisfiable sets of terms because, in the
presence of nominals and global modalities, it is not clear how to efficiently
determine whether a node and all of its successors are fully expanded as the
models are not necessarily tree-shaped. However, pattern-based blocking (cf.

1Note that a node has at most one predecessor unless it contains a nominal and that caching
is not applied to nodes containing nominals.
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Sections 2.3, 4.2) subsumes some implementations of satisfiability caches (e.g.,
the satisfiability cache of Donini and Massacci [18], which is implemented as
mixed caching by Goré and Postniece [27]).



Chapter 5

Evaluation

This chapter presents the results of the evaluation.

Section 5.1 provides general information about the tests performed and describes
the sets of terms we used for the evaluation.

We are particularly interested in the effects of pattern-based blocking on perfor-
mance. Section 5.2 compares the cases in which blocking is enabled with those
in which it is disabled. It also shows the results obtained with different data
structures for pattern-based blocking.

Section 5.3 shows the results for different rule application strategies.

Sections 5.4-5.6 deal with the effects of disjoint branching, lazy branching and
boolean constraint propagation.

A comparison of Spartacus with other systems can be found in Section 5.7.

5.1 Approach

In order to evaluate the effect of different optimizations and ordering heuristics
on performance, we use several problem sets from different sources:

• Modal terms generated with the K-CNF-generator written by Tacchella
and Sebastiani [62]. Propositional literals only occur on the lowest level.

– mCNF-c*v03d*: Sets of terms that contain three propositional vari-
ables with the number of clauses ranging from 30 to 300 and the modal
depth ranging from two to six. Each problem set contains nine terms.

– mCNF-c075v04d01: 16 terms that contain 75 clauses, have a modal
depth of one and contain four propositional variables.

– mCNF-c110v05d01: 16 terms that contain 110 clauses, have a modal
depth of one and contain five propositional variables.

45
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The latter two sets are interesting because approximately half of their terms
are unsatisfiable, whereas randomly generated terms with a modal depth
larger than one are typically satisfiable for a reasonable number of clauses.

• Hybrid terms with global modalities generated by hGen [3]. hCNF-C*
denotes terms of this class with the number of clauses ranging from 20 to
200. Each term contains three propositional variables and five nominals.
The global depth is two, propositional and nominal literals occur with
a probability of 40 percent on lower levels. The ratio of propositional
variables to nominals is 4:1. Each disjunction consists of three disjuncts,
the probability of a literal being a modal subformula is 80 percent, global
modalities and satisfaction operators each occur with a probability of ten
percent. Each set consists of 20 terms.

• A subset of the Unbounded Modal QBF benchmarks used for TANCS-
2000 [48]. We use QBFs encoded as modal formulas using approaches
based on [55] (qbfS-C*-V*-D*) and [45] (qbfL-C*-V*-D*). We also use
modalized variants (qbfMS-C*-V*-D* and qbfML-C*-V*-D*) where differ-
ent propositional variables are encoded as modal formulas with a single
variable (see [47] for details). Each set consists of eight terms.

• Benchmarks from the Logics Workbench (LWB) [6] for the propositional
modal logic K, KT (with reflexivity) and S4 (with reflexivity and transi-
tivity). For each of these logics there exist 18 sets of terms. Each of these
sets consists of 21 terms of increasing complexity.

Results of the evaluation are presented in tables that show, for each set of terms,
how many problems from that set were solved within 60 seconds. In addition,
we show the average of the decision times.

Results for LWB benchmarks are presented differently because they consist of
sets of terms of increasing complexity. Thus, the tables show, for each setting, an
integer between 1 and 21 that indicates the most complex problem solved within
60 seconds. The decision time in seconds is shown in addition unless there is
another setting with which a more complex problem can be solved within the
given time-out.

If optimizations do not have a significant effect on a class of formulas, we omit
the corresponding rows in the tables.

Note that, for the evaluation of different settings of Spartacus, we focus on the
decision times, excluding the time needed for parsing and preprocessing since it
does not depend on the settings. However, for the comparison of Spartacus
with other systems in Section 5.7, the full running times are shown.

We start with the following initial configuration, which is adjusted after each
experiment according to the insights gained from it:

• disjuncts are processed in the following order: negated nominals, proposi-
tional literals, diamonds, boxes, satisfaction terms, existential modalities,
nominals, universal modalities, conjunctions

• backjumping is enabled
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eager eager eager on off
list matrix tree list

mCNF-c030v03d02 9 0.00 9 0.00 9 0.00 9 0.00 9 0.00
mCNF-c060v03d02 9 0.01 9 0.01 9 0.01 9 0.01 9 0.01
mCNF-c090v03d02 9 0.16 9 0.18 9 0.18 9 0.16 9 0.16
mCNF-c120v03d02 8 4.90 8 5.77 8 5.31 8 8.02 8 3.48
mCNF-c030v03d04 9 0.03 9 0.04 9 0.05 9 0.03 9 0.05
mCNF-c060v03d04 9 0.13 9 0.16 9 0.20 9 0.13 9 0.27
mCNF-c090v03d04 9 0.29 9 0.41 9 0.54 9 0.30 9 0.67
mCNF-c120v03d04 9 0.64 9 1.07 9 1.37 9 0.65 9 1.54
mCNF-c150v03d04 9 1.33 9 2.53 9 2.83 9 1.32 9 4.09
mCNF-c180v03d04 9 1.97 9 4.30 9 4.69 9 2.02 9 7.20
mCNF-c210v03d04 9 3.01 9 7.04 9 7.86 9 3.01 9 10.66
mCNF-c240v03d04 9 4.46 9 11.25 9 12.77 9 4.50 9 15.58
mCNF-c270v03d04 9 9.85 8 16.30 8 17.87 9 9.88 8 23.40
mCNF-c300v03d04 9 12.77 8 25.20 8 27.16 9 12.93 6 22.24
mCNF-c030v03d06 9 0.17 9 0.20 9 0.35 9 0.17 9 0.52
mCNF-c060v03d06 9 0.59 9 0.91 9 2.39 9 0.60 9 2.57
mCNF-c090v03d06 9 1.01 9 2.14 9 8.55 9 1.04 9 7.50
mCNF-c120v03d06 9 2.33 9 5.66 9 24.44 9 2.39 7 12.71
mCNF-c150v03d06 9 4.16 9 12.10 6 42.59 9 4.24 6 35.15
mCNF-c180v03d06 9 7.27 9 21.53 0 9 7.42 2 51.54
mCNF-c210v03d06 9 9.69 9 37.89 0 9 10.10 0
mCNF-c240v03d06 9 13.70 5 41.70 0 9 14.11 0
mCNF-c270v03d06 9 17.09 2 51.22 0 9 17.74 0
mCNF-c300v03d06 9 27.15 0 0 9 27.88 0
mCNF-c075v04d01 16 0.15 16 0.18 16 0.17 16 0.14 16 0.13
mCNF-c110v05d01 16 9.77 16 12.83 16 12.02 16 8.33 16 8.03

Table 5.1: Evaluation results for blocking on mCNF

• the non-eager variant of boolean constraint propagation is employed

• no-good lists are enabled (except for mCNF-*d01, where disjoint branching
is enabled)

• lazy branching on propositional literals is enabled

• caching is disabled

• terms on the agenda are prioritized as follows:

– for mCNF-*d04, mCNF-*d06, mCNF-*d01 and LWB benchmarks: heuris-
tic A as described in Section 5.3

– for mCNF-*d02, hCNF, qbfMS and qbfML: heuristic B as described in
Section 5.3

– for qbfS and qbfL: heuristic D as described in Section 5.3

We ran all experiments on a PC with 2.8 GHz Intel Pentium 4 CPU (Hyper-
threading disabled) and 1 GB RAM, running Linux.
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eager eager eager on
list matrix tree list

hCNF-C20 20 0.00 20 0.00 20 0.00 20 0.00
hCNF-C40 20 0.02 20 0.02 20 0.02 20 0.02
hCNF-C60 20 0.56 20 0.59 20 0.60 20 0.78
hCNF-C80 16 4.99 16 5.97 16 5.24 16 7.26
hCNF-C100 13 6.77 12 3.47 13 7.48 12 7.25
hCNF-C120 13 14.07 13 16.73 13 15.65 13 11.83
hCNF-C140 5 6.67 5 7.62 5 7.92 5 5.06
hCNF-C160 7 14.44 7 16.55 7 17.43 7 10.50
hCNF-C180 3 5.37 3 6.06 3 5.92 4 15.80
hCNF-C200 8 28.38 7 28.83 7 29.83 8 20.14

Table 5.2: Evaluation results for blocking on hCNF

5.2 Pattern-based Blocking

This section evaluates the effects of pattern-based blocking in general and com-
pares the different data structures used for storing patterns. Tables 5.1-5.5 show
the results of the evaluation for different pattern stores when eager blocking is
applied. An additional column shows the results for the case when the non-eager
variant of pattern-based blocking is employed (using the best of the three data
structures). If blocking is not crucial to achieve termination, we also show the
results obtained without blocking.

Table 5.1 shows the results on the class mCNF. While pattern-based blocking
has only a small effect on performance if the modal depth is small, it leads to an
immense speedup for larger modal depths if the list-based data structure is used.
The matrix-based data structure performs worse on this problem class. Using
the tree-based data structure can even worsen the performance compared to the
case where pattern-based blocking is disabled.

The results for blocking on terms of the class hCNF is shown in Table 5.2. On
this class, the list-based pattern store is only slightly superior to pattern stores
based on other data structures. While the eager variant is advantageous on terms
with up to 100 clauses, the non-eager variant performs better on terms with more
clauses.

Table 5.3 compares the results obtained for non-modalized QBFs. On this class
of terms, the tree-based data structure generally outperforms the other data
structures. Enabling pattern-based blocking leads to immense speedups on terms
of the class qbfS. On the class qbfL, performance slightly degrades if blocking is
employed. Note that, according to the heuristic D that is used here, disjunctions
are processed with a higher priority than diamonds. In the case of the basic modal
logic K, this has the consequence that the eager and the non-eager variants of
pattern-based blocking coincide. Hence, there is no need to compare the two
variants and we can exclude the corresponding column from the table.

As can be seen in Table 5.4, pattern-based blocking is crucial for the performance
on modalized QBFs. Enabling the eager variant is beneficial. The tree-based
pattern store is superior to the other two data structures.
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eager eager eager off
list matrix tree

qbfS-C10-V4-D4 8 0.00 8 0.00 8 0.00 8 0.03
qbfS-C20-V4-D4 8 0.01 8 0.02 8 0.02 8 0.06
qbfS-C30-V4-D4 8 0.04 8 0.04 8 0.04 8 0.07
qbfS-C40-V4-D4 8 0.03 8 0.03 8 0.03 8 0.03
qbfS-C50-V4-D4 8 0.02 8 0.03 8 0.03 8 0.02
qbfS-C10-V4-D6 8 0.01 8 0.01 8 0.01 8 0.34
qbfS-C20-V4-D6 8 0.03 8 0.03 8 0.03 8 1.28
qbfS-C30-V4-D6 8 0.07 8 0.08 8 0.08 8 1.52
qbfS-C40-V4-D6 8 0.06 8 0.08 8 0.07 8 0.87
qbfS-C50-V4-D6 8 0.07 8 0.08 8 0.07 8 0.15
qbfS-C10-V8-D4 8 0.01 8 0.01 8 0.01 8 1.39
qbfS-C20-V8-D4 8 0.03 8 0.03 8 0.03 8 13.08
qbfS-C30-V8-D4 8 0.09 8 0.10 8 0.10 8 23.23
qbfS-C40-V8-D4 8 0.26 8 0.32 8 0.29 6 13.09
qbfS-C50-V8-D4 8 0.44 8 0.50 8 0.43 6 7.11
qbfS-C10-V8-D6 8 0.01 8 0.01 8 0.01 8 6.73
qbfS-C20-V8-D6 8 0.07 8 0.08 8 0.08 1 7.35
qbfS-C30-V8-D6 8 0.36 8 0.47 8 0.37 0
qbfS-C40-V8-D6 8 1.13 8 1.49 8 1.10 0
qbfS-C50-V8-D6 8 5.62 8 11.47 8 4.91 0
qbfS-C10-V16-D4 8 0.01 8 0.01 8 0.01 4 9.63
qbfS-C20-V16-D4 8 0.04 8 0.04 8 0.05 0
qbfS-C30-V16-D4 8 0.63 8 0.92 8 0.75 0
qbfS-C40-V16-D4 8 0.46 8 0.55 8 0.49 0
qbfS-C50-V16-D4 8 10.19 7 9.63 8 8.47 0
qbfS-C10-V16-D6 8 0.01 8 0.01 8 0.01 3 9.94
qbfS-C20-V16-D6 8 0.10 8 0.11 8 0.12 0
qbfS-C30-V16-D6 8 0.28 8 0.33 8 0.30 0
qbfS-C40-V16-D6 8 1.87 8 2.76 8 1.80 0
qbfS-C50-V16-D6 8 5.40 8 6.96 8 4.06 0
qbfL-C10-V4-D4 8 0.97 8 0.99 8 0.96 8 0.75
qbfL-C20-V4-D4 8 2.59 8 2.69 8 2.56 8 2.01
qbfL-C30-V4-D4 8 2.34 8 2.49 8 2.28 8 1.76
qbfL-C40-V4-D4 8 1.10 8 1.12 8 1.12 8 0.81
qbfL-C50-V4-D4 8 1.11 8 1.16 8 1.12 8 0.82
qbfL-C10-V4-D6 8 13.82 8 15.48 8 10.74 8 9.60
qbfL-C20-V4-D6 4 32.28 2 24.24 6 32.53 6 29.57
qbfL-C30-V4-D6 1 13.91 1 15.68 3 38.81 5 43.56
qbfL-C40-V4-D6 6 13.71 5 5.72 7 19.07 7 16.10
qbfL-C50-V4-D6 8 7.52 8 8.34 8 7.38 8 5.59

Table 5.3: Evaluation results for blocking on non-modalized QBFs
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eager eager eager on off
list matrix tree tree

qbfMS-C10-V4-D4 8 0.01 8 0.01 8 0.02 8 0.02 5 27.58
qbfMS-C20-V4-D4 8 0.13 8 0.15 8 0.16 8 0.59 1 44.47
qbfMS-C30-V4-D4 8 0.34 8 0.45 8 0.40 8 7.62 1 49.98
qbfMS-C40-V4-D4 8 4.91 8 8.17 8 5.02 6 8.02 0
qbfMS-C50-V4-D4 8 3.68 8 5.24 8 3.76 6 5.63 0
qbfMS-C10-V4-D6 8 0.02 8 0.02 8 0.02 8 0.03 0
qbfMS-C20-V4-D6 8 2.00 8 3.20 8 2.27 7 3.10 0
qbfMS-C30-V4-D6 8 6.93 7 3.60 8 7.57 7 5.38 0
qbfMS-C40-V4-D6 6 9.75 5 10.57 6 9.64 5 16.73 0
qbfMS-C50-V4-D6 8 6.04 8 13.38 8 6.56 7 15.44 0
qbfMS-C10-V8-D4 8 0.02 8 0.02 8 0.03 8 0.04 0
qbfMS-C20-V8-D4 8 0.21 8 0.27 8 0.25 8 0.62 0
qbfMS-C30-V8-D4 8 2.28 8 4.08 8 2.77 7 2.89 0
qbfMS-C40-V8-D4 3 21.81 1 2.99 3 19.77 1 24.75 0
qbfMS-C50-V8-D4 8 3.68 8 5.24 8 3.76 6 5.63 0
qbfMS-C10-V8-D6 8 0.03 8 0.04 8 0.04 8 0.09 0
qbfMS-C20-V8-D6 8 0.67 8 1.01 8 0.90 8 1.63 0
qbfMS-C30-V8-D6 7 1.74 7 2.91 7 2.11 7 3.45 0
qbfMS-C40-V8-D6 3 11.41 3 13.48 4 12.69 4 28.04 0
qbfMS-C50-V8-D6 1 13.72 1 29.93 1 16.93 0 0
qbfMS-C10-V16-D4 8 0.04 8 0.05 8 0.06 8 0.07 0
qbfMS-C20-V16-D4 8 0.59 8 0.82 8 0.76 8 1.65 0
qbfMS-C30-V16-D4 8 10.22 8 9.36 8 4.25 8 6.04 0
qbfMS-C40-V16-D4 2 24.54 2 25.80 3 13.31 3 18.36 0
qbfMS-C50-V16-D4 0 0 2 45.55 1 58.56 0
qbfMS-C10-V16-D6 8 0.05 8 0.06 8 0.07 8 0.08 0
qbfMS-C20-V16-D6 8 0.48 8 0.65 8 0.61 8 0.74 0
qbfMS-C30-V16-D6 7 8.09 7 9.75 8 8.77 8 12.64 0
qbfMS-C40-V16-D6 4 22.27 3 16.25 5 23.02 5 27.24 0
qbfMS-C50-V16-D6 1 35.73 1 50.35 1 21.74 1 35.63 0
qbfML-C10-V4-D4 8 1.13 8 1.43 8 1.20 8 3.72 0
qbfML-C20-V4-D4 8 6.29 8 8.22 8 6.36 8 17.12 0
qbfML-C30-V4-D4 8 7.69 8 9.23 8 7.69 8 20.22 0
qbfML-C40-V4-D4 8 14.51 8 16.96 8 14.23 8 34.77 0
qbfML-C50-V4-D4 6 21.01 6 24.45 6 20.55 4 40.95 0
qbfML-C10-V4-D6 8 11.42 7 8.94 8 11.34 6 12.95 0
qbfML-C20-V4-D6 8 20.27 8 28.81 8 19.90 2 16.86 0
qbfML-C30-V4-D6 8 25.52 7 33.06 8 24.04 3 57.45 0
qbfML-C40-V4-D6 3 42.05 1 55.08 4 45.25 0 0
qbfML-C50-V4-D6 1 33.56 1 47.10 1 31.78 0 0
qbfML-C10-V8-D4 8 10.30 8 14.56 8 9.74 6 27.04 0
qbfML-C20-V8-D4 5 40.22 1 29.38 7 39.67 0 0
qbfML-C30-V8-D4 0 0 0 0 0
qbfML-C40-V8-D4 0 0 0 0 0
qbfML-C50-V8-D4 0 0 0 0 0
qbfML-C10-V8-D6 5 12.43 4 4.87 7 22.10 3 6.42 0
qbfML-C20-V8-D6 0 0 0 0 0
qbfML-C30-V8-D6 0 0 0 0 0
qbfML-C40-V8-D6 0 0 0 0 0
qbfML-C50-V8-D6 0 0 0 0 0

Table 5.4: Evaluation results for blocking on modalized QBFs
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(a) Results on K and KT benchmarks

eager eager eager on off
list matrix tree tree

k_d4_n 21 0.71 21 0.72 21 0.72 21 4.53 5
k_d4_p 21 0.14 21 0.15 21 0.15 21 0.17 9
k_dum_n 21 0.02 21 0.02 21 0.02 21 0.03 19
k_dum_p 21 0.01 21 0.01 21 0.01 21 0.01 21 0.19
k_path_n 21 0.55 21 0.54 21 0.56 21 0.57 11
k_path_p 21 0.51 21 0.52 21 0.54 21 0.55 13
k_poly_n 21 0.18 21 0.18 21 0.20 21 0.20 21 4.50
k_poly_p 21 0.17 21 0.17 21 0.18 21 0.18 21 4.35
k_t4p_n 21 0.09 21 0.09 21 0.09 21 0.09 7
kt_45_n 21 0.28 21 0.27 21 0.30 21 0.30 6
kt_45_p 21 0.06 21 0.05 21 0.06 21 0.06 7
kt_dum_n 21 0.03 21 0.03 21 0.03 21 0.03 15
kt_md_n 7 17.09 7 11.55 7 9.59 7 21.80 5
kt_md_p 5 20.24 5 8.41 5 10.51 5 10.47 4
kt_path_n 21 35.76 21 35.87 21 36.29 21 36.43 11
kt_path_p 21 28.94 21 28.88 21 29.73 21 29.72 12
kt_ph_n 21 28.52 21 29.05 21 29.28 21 29.81 21 38.88
kt_ph_p 7 43.83 7 46.26 7 46.61 7 44.65 6
kt_poly_n 8 48.66 8 48.67 8 48.65 8 48.74 2
kt_poly_p 5 56.69 5 55.97 5 56.72 5 56.62 1
kt_t4p_n 21 0.23 21 0.25 21 0.24 21 0.24 7
kt_t4p_p 21 0.04 21 0.05 21 0.05 21 0.06 6

(b) Results on S4 benchmarks

eager eager eager on
list matrix tree tree

s4_45_n 21 0.40 21 0.53 21 1.86 21 19.84
s4_branch_n 13 14 27.47 14 42.29 14 27.32
s4_md_n 21 19.48 21 24.36 21 20.34 21 26.39
s4_md_p 9 32.96 9 35.64 9 33.81 9 35.71
s4_path_n 16 49.25 16 48.80 16 47.96 16 49.34
s4_path_p 17 57.52 17 58.51 17 56.02 17 57.10
s4_ph_n 9 26.86 9 28.53 9 26.67 8
s4_ph_p 4 1.28 4 1.68 4 1.46 4 11.01
s4_s5_n 16 53.57 16 53.71 16 57.89 16 54.11

Table 5.5: Evaluation results for blocking on LWB benchmarks
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A B C D E
mCNF-c030v03d02 9 0.00 9 0.00 9 0.00 9 0.00 9 0.00
mCNF-c060v03d02 9 0.10 9 0.01 9 0.03 9 0.01 9 0.09
mCNF-c090v03d02 5 0.08 9 0.17 9 4.67 8 2.95 7 0.40
mCNF-c120v03d02 4 19.44 8 5.05 6 11.86 3 7.31 2 30.18
mCNF-c030v03d04 9 0.03 9 0.05 9 0.06 9 0.03 9 0.07
mCNF-c060v03d04 9 0.13 9 0.27 9 0.40 9 0.12 9 0.45
mCNF-c090v03d04 9 0.29 9 0.74 9 1.08 9 0.28 9 1.20
mCNF-c120v03d04 9 0.64 9 1.83 9 2.97 9 0.62 9 3.53
mCNF-c150v03d04 9 1.30 8 4.26 8 9.51 9 1.13 7 9.90
mCNF-c180v03d04 9 1.97 8 8.88 8 21.27 9 1.95 7 22.51
mCNF-c210v03d04 9 3.00 8 17.24 5 27.55 9 2.84 5 34.65
mCNF-c240v03d04 9 4.42 5 22.78 3 42.25 9 4.22 0
mCNF-c270v03d04 9 9.73 4 36.76 1 55.62 9 8.13 0
mCNF-c300v03d04 9 12.69 1 52.87 0 9 10.97 0
mCNF-c030v03d06 9 0.17 9 0.20 9 0.30 9 0.17 9 0.41
mCNF-c060v03d06 9 0.58 9 0.97 9 1.62 9 0.57 9 2.03
mCNF-c090v03d06 9 1.01 9 2.52 9 5.10 9 0.97 9 6.68
mCNF-c120v03d06 9 2.32 9 7.42 9 17.67 9 2.23 8 17.85
mCNF-c150v03d06 9 4.17 9 22.60 7 37.49 9 3.93 7 48.07
mCNF-c180v03d06 9 7.25 6 30.74 3 50.19 9 6.97 0
mCNF-c210v03d06 9 9.82 4 40.09 0 9 9.16 0
mCNF-c240v03d06 9 13.66 3 56.68 0 9 12.84 0
mCNF-c270v03d06 9 16.99 0 0 9 15.87 0
mCNF-c300v03d06 9 26.94 0 0 9 25.63 0
mCNF-c075v04d01 16 0.15 16 1.27 16 0.84 5 9.16 15 2.26
mCNF-c110v05d01 16 9.84 3 22.92 13 27.05 0 0

Table 5.6: Evaluation results for ordering heuristics on mCNF

Table 5.5 shows the results obtained for LWB benchmarks. We omitted bench-
marks on which pattern-based blocking did not have any effect. On many terms,
we encounter a significantly increased performance if pattern-based blocking is
used. If there is a significant difference between the different data structures, the
tree-based data structure is mostly better.

For the following experiments, we use the eager variant of pattern-based blocking.
We employ the tree-based data structure, except for the classes mCNF and hCNF,
for which we use the list-based pattern store.

5.3 Ordering Heuristics

We selected five ordering heuristics for the terms on the agenda that performed
well during preliminary tests and evaluated their performance.

All ordering heuristics we investigated have in common that boxes have the
highest priority, followed by satisfaction terms, nominals, universal modalities
and existential modalities. Diamonds and disjunctions always have the lowest
priority. In the ordering heuristics we have chosen, the priorities of diamonds
and disjunctions among each other are as follows:

A: Diamonds are processed before disjunctions. Diamonds on a new (more re-
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A B C D E
hCNF-C20 20 0.00 20 0.00 20 0.00 20 0.00 20 0.00
hCNF-C40 20 0.04 20 0.02 20 0.02 17 0.28 18 0.33
hCNF-C60 16 0.87 20 0.56 20 1.84 4 0.26 9 1.90
hCNF-C80 9 3.70 14 0.91 16 4.12 0 3 1.96
hCNF-C100 5 0.95 12 2.83 8 3.18 0 2 5.25
hCNF-C120 1 16.71 11 8.61 10 5.84 0 0
hCNF-C140 1 0.45 5 6.72 3 9.62 0 0
hCNF-C160 0 6 11.78 5 12.45 0 0
hCNF-C180 0 3 5.28 3 12.32 0 0
hCNF-C200 0 4 12.44 3 16.00 0 0

Table 5.7: Evaluation results for ordering heuristics on hCNF

cently generated) node precede diamonds on an old (less recently generated)
node. Disjunctions on a new node have a higher priority than disjunctions
on an old node.

B: Diamonds are processed before disjunctions. Diamonds on a new node pre-
cede diamonds on an old node. Disjunctions on an old node have a higher
priority than disjunctions on a new node.

C: Diamonds are processed before disjunctions. Diamonds on a new node pre-
cede diamonds on an old node. Disjunctions are prioritized according to
their dependency sets, i.e., disjunctions that depend on more recent branch-
ing points have a lower priority than disjunctions that only depend on less
recent branching points.

D: Disjunctions are processed before diamonds. Diamonds on a new node pre-
cede diamonds on an old node. Disjunctions on a new node have a higher
priority than disjunctions on an old node.

E: The priorities of diamonds and disjunctions are based on their dependency
sets. The diamond or disjunction that does not depend on branching points
that are more recent than the branching points other diamonds or disjunctions
depend on has the highest priority.

Table 5.6 shows the results obtained on terms of the class mCNF. While heuristic
B is superior on terms of modal depth 2, A and D are better on the terms with
higher modal depths. Heuristic A performs best on terms of the class mCNF-*d01.

The results for hybrid terms with global modalities are summarized in Table 5.7.
The heuristics B and C clearly outperform the other heuristics on that class.

Table 5.8 illustrates the results obtained for non-modalized QBFs. On this class
of terms, heuristic D shows the best performance.

Table 5.9 shows the results for modalized QBFs. While heuristic D performs well
on the class qbfMS, heuristic E is preferable on the class qbfML.

Table 5.10 summarizes the results obtained on the LWB benchmarks. For the
most part, heuristic D shows a good performance on this class of terms.

In the following, we will use heuristic D with the following exceptions: For ex-
periments on qbfML-*d01, we use heuristic A. Heuristic B is used on the classes
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A B C D E
qbfS-C10-V4-D4 8 0.00 8 0.00 8 0.01 8 0.00 8 0.00
qbfS-C20-V4-D4 8 1.17 8 0.02 8 0.04 8 0.02 8 0.03
qbfS-C30-V4-D4 8 0.08 8 0.09 8 0.21 8 0.04 8 0.11
qbfS-C40-V4-D4 8 1.98 8 0.06 8 1.47 8 0.03 8 0.14
qbfS-C50-V4-D4 8 0.46 8 0.06 8 0.92 8 0.03 8 0.15
qbfS-C10-V4-D6 8 0.01 8 0.01 8 0.01 8 0.01 8 0.01
qbfS-C20-V4-D6 8 0.06 8 0.07 8 0.17 8 0.03 8 0.07
qbfS-C30-V4-D6 8 0.21 8 0.60 8 0.36 8 0.12 8 0.36
qbfS-C40-V4-D6 7 1.51 8 0.48 7 4.22 8 0.07 8 0.92
qbfS-C50-V4-D6 8 1.71 8 0.17 7 5.50 8 0.07 8 1.01
qbfS-C10-V8-D4 8 0.01 8 0.01 8 0.01 8 0.01 8 0.01
qbfS-C20-V8-D4 8 0.03 8 0.04 8 0.04 8 0.03 8 0.05
qbfS-C30-V8-D4 8 0.08 8 0.14 8 0.11 8 0.10 8 0.14
qbfS-C40-V8-D4 7 0.88 8 1.14 7 3.84 8 0.28 8 3.36
qbfS-C50-V8-D4 4 16.83 8 2.67 2 9.54 8 0.43 8 11.95
qbfS-C10-V8-D6 8 0.01 8 0.01 8 0.01 8 0.01 8 0.01
qbfS-C20-V8-D6 8 0.05 8 0.13 8 0.11 8 0.08 8 0.10
qbfS-C30-V8-D6 8 0.19 8 0.50 8 0.85 8 0.37 8 1.31
qbfS-C40-V8-D6 6 5.92 7 5.75 6 16.66 8 1.11 5 7.17
qbfS-C50-V8-D6 5 2.63 5 7.08 4 18.16 8 4.96 3 13.46
qbfS-C10-V16-D4 8 0.01 8 0.01 8 0.01 8 0.01 8 0.01
qbfS-C20-V16-D4 8 0.03 8 0.05 8 0.05 8 0.05 8 0.05
qbfS-C30-V16-D4 8 0.30 8 1.04 8 1.06 8 0.76 8 0.97
qbfS-C40-V16-D4 8 4.72 8 0.98 8 0.99 8 0.50 8 1.51
qbfS-C50-V16-D4 5 4.30 4 9.21 5 19.11 8 8.59 4 24.81
qbfS-C10-V16-D6 8 0.02 8 0.02 8 0.02 8 0.01 8 0.01
qbfS-C20-V16-D6 8 0.07 8 0.13 8 0.14 8 0.11 8 0.12
qbfS-C30-V16-D6 8 0.21 8 0.42 8 0.59 8 0.30 8 0.46
qbfS-C40-V16-D6 8 0.80 8 4.75 8 3.58 8 1.81 8 7.08
qbfS-C50-V16-D6 8 3.02 7 4.52 8 7.81 8 4.10 7 4.21
qbfL-C10-V4-D4 7 1.03 8 1.35 7 2.62 8 0.95 8 4.43
qbfL-C20-V4-D4 1 30.53 8 4.70 1 53.72 8 2.55 8 9.88
qbfL-C30-V4-D4 1 18.48 8 3.20 0 8 2.26 7 11.31
qbfL-C40-V4-D4 2 1.64 8 2.82 0 8 1.10 7 9.05
qbfL-C50-V4-D4 3 4.35 8 2.10 0 8 1.10 7 5.61
qbfL-C10-V4-D6 6 14.80 6 10.16 2 25.34 8 10.63 4 22.01
qbfL-C20-V4-D6 1 18.09 4 35.57 0 6 32.18 0
qbfL-C30-V4-D6 0 1 29.30 0 3 38.38 0
qbfL-C40-V4-D6 1 15.32 5 4.83 0 7 18.65 1 57.43
qbfL-C50-V4-D6 0 8 9.06 0 8 7.21 0

Table 5.8: Evaluation results for ordering heuristics on non-modalized QBFs
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A B C D E
qbfMS-C10-V4-D4 8 0.02 8 0.02 8 0.02 8 0.01 8 0.02
qbfMS-C20-V4-D4 4 0.25 8 0.16 8 7.05 8 0.07 8 6.21
qbfMS-C30-V4-D4 6 22.63 8 0.41 7 7.69 8 0.18 8 1.84
qbfMS-C40-V4-D4 5 3.50 8 5.10 6 2.53 8 0.46 8 2.42
qbfMS-C50-V4-D4 5 1.39 8 3.87 4 2.86 8 0.88 8 7.39
qbfMS-C10-V4-D6 8 0.02 8 0.02 8 0.02 8 0.02 8 0.03
qbfMS-C20-V4-D6 4 9.61 8 2.30 7 3.42 8 0.17 7 1.99
qbfMS-C30-V4-D6 3 6.18 8 7.66 4 4.56 8 0.49 6 18.05
qbfMS-C40-V4-D6 2 17.46 6 9.74 1 3.72 8 1.23 3 8.54
qbfMS-C50-V4-D6 3 3.16 8 6.86 3 6.93 8 2.91 5 12.36
qbfMS-C10-V8-D4 8 0.03 8 0.03 8 0.03 8 0.02 8 0.03
qbfMS-C20-V8-D4 7 0.47 8 0.26 8 0.46 8 0.15 8 0.52
qbfMS-C30-V8-D4 6 2.35 8 2.80 6 16.64 8 0.91 8 19.44
qbfMS-C40-V8-D4 2 22.00 3 19.80 1 8.19 8 14.26 0
qbfMS-C50-V8-D4 1 9.15 7 26.06 1 2.33 8 10.75 1 2.36
qbfMS-C10-V8-D6 8 0.04 8 0.05 8 0.09 8 0.04 8 0.07
qbfMS-C20-V8-D6 8 0.70 8 0.91 7 1.65 8 0.45 8 2.07
qbfMS-C30-V8-D6 6 2.86 7 2.13 7 2.56 8 2.19 7 6.69
qbfMS-C40-V8-D6 1 2.21 4 12.72 1 6.31 8 16.81 1 7.06
qbfMS-C50-V8-D6 0 1 16.90 0 6 35.25 0
qbfMS-C10-V16-D4 8 0.06 8 0.06 8 0.06 8 0.06 8 0.07
qbfMS-C20-V16-D4 8 0.36 8 0.77 8 0.65 8 0.57 8 0.58
qbfMS-C30-V16-D4 7 1.38 8 4.25 8 4.60 8 3.42 8 8.08
qbfMS-C40-V16-D4 3 9.31 3 13.32 2 7.45 4 13.08 2 11.41
qbfMS-C50-V16-D4 0 2 46.15 0 6 35.36 0
qbfMS-C10-V16-D6 8 0.06 8 0.07 8 0.07 8 0.07 8 0.07
qbfMS-C20-V16-D6 8 0.24 8 0.62 8 0.56 8 0.53 8 1.00
qbfMS-C30-V16-D6 8 2.46 8 8.85 7 9.72 8 6.89 8 11.39
qbfMS-C40-V16-D6 5 9.55 5 23.09 2 21.77 5 15.09 3 18.76
qbfMS-C50-V16-D6 2 42.78 1 21.67 0 1 17.58 0
qbfML-C10-V4-D4 0 8 1.24 8 1.84 3 23.26 8 0.23
qbfML-C20-V4-D4 0 8 6.61 8 6.98 0 8 0.47
qbfML-C30-V4-D4 0 8 7.89 8 10.75 0 8 0.77
qbfML-C40-V4-D4 0 8 14.83 8 17.62 0 8 1.06
qbfML-C50-V4-D4 0 6 21.42 2 31.52 0 8 1.11
qbfML-C10-V4-D6 1 35.58 8 11.81 7 3.00 0 6 1.00
qbfML-C20-V4-D6 0 8 20.91 7 11.98 0 7 4.65
qbfML-C30-V4-D6 0 8 25.12 7 17.21 0 8 1.72
qbfML-C40-V4-D6 0 3 42.60 5 31.41 0 6 7.78
qbfML-C50-V4-D6 0 1 33.06 2 38.81 0 8 9.20
qbfML-C10-V8-D4 1 21.24 8 10.22 7 8.47 0 7 2.40
qbfML-C20-V8-D4 0 7 41.46 6 38.05 0 8 7.47
qbfML-C30-V8-D4 0 0 0 0 7 7.00
qbfML-C40-V8-D4 0 0 0 0 8 9.17
qbfML-C50-V8-D4 0 0 0 0 8 16.26
qbfML-C10-V8-D6 0 7 23.26 6 22.42 0 4 6.69
qbfML-C20-V8-D6 0 0 0 0 7 25.05
qbfML-C30-V8-D6 0 0 0 0 6 9.43
qbfML-C40-V8-D6 0 0 0 0 7 12.35
qbfML-C50-V8-D6 0 0 0 0 7 15.42

Table 5.9: Evaluation results for ordering heuristics on modalized QBFs
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A B C D E
k_branch_n 10 30.28 10 55.90 7 10 29.84 6
k_branch_p 21 0.04 10 11 16 11
k_d4_n 21 0.73 21 0.17 21 0.16 21 0.85 21 0.18
k_d4_p 21 0.15 21 0.07 21 0.08 21 0.06 21 0.04
k_dum_n 21 0.02 21 0.02 21 0.02 21 0.04 21 0.03
k_dum_p 21 0.01 21 0.01 21 0.01 21 0.03 21 0.01
k_grz_n 21 0.01 21 0.01 21 0.01 21 0.01 21 0.02
k_grz_p 21 0.00 21 0.00 21 0.00 21 0.00 21 0.00
k_lin_n 21 0.00 21 0.00 21 0.00 21 0.00 21 0.00
k_lin_p 21 0.00 21 0.00 21 0.00 21 0.00 21 0.00
k_path_n 21 0.58 21 0.58 21 0.59 21 0.59 21 0.61
k_path_p 21 0.56 21 0.54 21 0.55 21 0.50 21 0.55
k_ph_n 21 0.25 21 0.25 21 0.30 21 0.19 21 0.24
k_ph_p 7 7 7 8 59.12 7
k_poly_n 21 0.20 21 0.20 21 0.20 21 0.16 21 0.16
k_poly_p 21 0.19 21 0.19 21 0.20 21 0.06 21 0.16
k_t4p_n 21 0.09 21 0.17 21 0.22 21 0.10 21 2.90
k_t4p_p 21 0.02 21 0.06 21 0.03 21 0.04 21 0.15
kt_45_n 21 0.30 21 0.05 21 0.06 21 0.11 21 0.06
kt_45_p 21 0.06 21 0.16 21 0.21 21 0.05 21 0.12
kt_branch_n 10 30.46 10 56.22 6 10 29.97 6
kt_branch_p 21 0.02 21 0.65 21 0.65 16 21 0.66
kt_dum_n 21 0.03 21 0.01 21 0.01 21 0.01 21 0.01
kt_dum_p 21 0.01 21 0.01 21 0.01 21 0.01 21 0.01
kt_grz_n 21 0.01 21 0.01 21 0.11 21 0.01 21 0.14
kt_grz_p 21 0.00 21 0.00 21 0.00 21 0.00 21 0.00
kt_md_n 7 9.74 7 12.07 7 13.64 7 4.29 7 15.29
kt_md_p 5 5 5 6 8.15 4
kt_path_n 21 36.99 21 36.09 21 36.09 21 36.03 21 36.25
kt_path_p 21 29.75 21 29.66 21 29.81 21 26.06 21 29.67
kt_ph_n 21 29.82 21 18.30 15 21 28.66 15
kt_ph_p 7 46.71 7 36.87 6 7 9.55 7 11.41
kt_poly_n 8 8 4 10 16 53.16
kt_poly_p 5 5 2 21 1.51 10
kt_t4p_n 21 0.23 21 0.05 21 0.05 21 0.09 21 0.04
kt_t4p_p 21 0.05 21 0.04 21 0.06 21 0.52 21 0.21
s4_45_n 21 0.53 21 0.87 21 0.36 21 0.22 21 0.67
s4_45_p 21 0.01 21 0.01 21 0.01 21 0.10 21 0.01
s4_branch_n 14 27.53 11 11 14 24.88 11
s4_branch_p 21 0.01 21 0.29 21 0.32 21 21.53 21 0.32
s4_grz_n 21 0.03 21 0.04 21 0.37 21 0.02 21 0.65
s4_grz_p 21 0.00 21 0.00 21 0.00 21 0.00 21 0.00
s4_ipc_n 21 2.30 21 2.31 21 2.37 21 2.33 12
s4_ipc_p 21 2.96 21 3.10 21 3.00 5 12
s4_md_n 21 24.57 21 24.18 21 24.35 21 23.86 9
s4_md_p 9 35.68 9 49.59 9 49.97 9 37.62 3
s4_path_n 16 49.82 16 48.78 16 49.20 16 49.34 16 48.86
s4_path_p 17 57.12 17 58.00 17 57.17 17 54.42 17 56.48
s4_ph_n 9 10 10 9 11 49.67
s4_ph_p 4 5 5 7 10.53 5
s4_s5_n 16 54.20 16 54.27 16 53.68 16 54.10 16 59.99
s4_s5_p 21 32.72 21 31.81 21 45.92 21 0.00 21 0.00
s4_t4p_n 21 0.28 21 0.30 21 0.30 21 0.26 21 0.28
s4_t4p_p 21 0.11 21 0.08 21 0.14 21 0.22 21 0.11

Table 5.10: Evaluation results for ordering heuristics on LWB benchmarks
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(a) Results for randomly generated terms

on ngl off
mCNF-c075v04p00d01 16 0.15 16 1.43 15 11.76
mCNF-c110v05p00d01 16 9.72 2 32.93 0
hCNF-C60 19 0.34 20 0.56 20 1.66
hCNF-C80 16 3.52 16 4.99 14 3.07
hCNF-C100 12 5.38 13 6.77 7 1.21
hCNF-C120 12 12.06 13 14.07 4 18.05
hCNF-C140 8 20.59 5 6.67 0
hCNF-C160 9 12.34 7 14.44 1 32.53
hCNF-C180 4 14.99 3 5.37 1 13.99
hCNF-C200 9 13.58 8 28.38 0
qbfMS-C50-V4-D4 8 0.47 8 0.88 6 26.85
qbfMS-C50-V4-D6 8 2.06 8 2.89 5 20.24
qbfMS-C50-V8-D4 8 10.10 8 10.78 6 19.09
qbfMS-C50-V8-D6 6 35.69 6 35.56 2 15.98
qbfMS-C50-V16-D4 6 35.34 6 35.62 5 34.68
qbfMS-C50-V16-D6 1 17.58 1 17.75 1 17.67

(b) Results for LWB benchmarks

on ngl off
k_ph_p 8 43.70 8 58.79 6
kt_ph_p 8 31.12 7 5
s4_ipc_p 12 32.16 5 5
s4_ph_p 8 32.38 7 5

Table 5.11: Evaluation results for disjoint branching

mCNF-*d02 and hCNF. For experiments on qbfML, we employ heuristic E.

5.4 Disjoint Branching

Table 5.11 compares disjoint branching and no-good lists with the naïve ap-
proach.

While we have not encountered a class of terms on which it is beneficial to use
neither disjoint branching nor no-good lists, Table 5.11 shows several examples for
cases where disjoint branching or no-good lists can lead to a noticeable increase in
performance. Disjoint branching sporadically performs worse than the approach
using no-good lists on the set of hybrid terms with global modalities. On the
other hand, the results of disjoint branching are often significantly better than
the results obtained with no-good lists.

On the other problem sets we investigated, there are almost never noticeable
differences between the three settings.

Since, on the average, disjoint branching performs better than the approach using
no-good lists, from now on, we will use disjoint branching.
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5.5 Lazy Branching

Table 5.12 shows the effects of different variants of lazy branching.

For terms that have a large modal depth and contain propositions only on the
lowest level, lazy branching on boxes can be beneficial. Lazy branching on propo-
sitional literals leads to a significantly better performance on terms that have a
small modal depth. An improvement of the performance can also be observed
for some terms that contain hard propositional subproblems.

However, Table 5.12(a) also shows several cases in which lazy branching has a
negative effect on performance. On the hybrid terms with global modalities we
used for testing, enabling the propositional variant of lazy branching often has
an adverse effect. On one class of terms (qbL-C*-V4-D6), we also observe longer
decision times in case both kinds of lazy branching are combined.

On the LWB benchmarks, the results are also mixed, as it can be seen in Ta-
ble 5.12(b). Note that lazy branching on disjunctions with boxes has no effect
on the benchmarks for KT and S4 due to reflexivity.

Despite the mixed results, we will use lazy branching on both propositional lit-
erals and boxes for the tests presented in the following sections.

5.6 Boolean Constraint Propagation

Table 5.13 shows the impact of boolean constraint propagation on performance.

In many cases, the use of the simple variant of boolean constraint propagation
that considers only the first disjunction on the agenda leads to a significant
speedup.

The eager variant often leads to a further reduction of the decision times, al-
though, in the worst case, the current implementation of the eager variant must,
at each branching step, examine all disjunctions on the agenda. Among the cases
we investigated, negative effects of the eager variant are only encountered on the
class qbfML and the problem kt_ph_n of the LWB benchmarks. In the case of
qbfML, the performance degradation may be related to the ordering heuristic we
use for this class, which might cause a large number of pending disjunctions on
the agenda.

Since the eager variant of BCP performs better on average, we use the eager
variant when comparing the performance of Spartacus with other systems.

5.7 Comparison with Other Systems

After we have evaluated the impact of ordering heuristics and optimizations on
the performance of Spartacus, we can compare its performance with other
implementations.
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(a) Results for randomly generated terms

on prop box off
mCNF-c120v03d02 8 3.63 8 4.43 8 4.04 8 4.99
mCNF-c150v03d04 9 0.87 9 1.13 9 0.88 9 1.13
mCNF-c180v03d04 9 1.48 9 1.92 9 1.52 9 1.94
mCNF-c210v03d04 9 2.09 9 2.83 9 2.10 9 2.82
mCNF-c240v03d04 9 3.21 9 4.23 9 3.21 9 4.24
mCNF-c270v03d04 9 6.72 9 8.16 9 6.70 9 8.19
mCNF-c300v03d04 9 8.86 9 11.04 9 8.86 9 11.01
mCNF-c150v03d06 9 2.43 9 4.02 9 2.39 9 4.01
mCNF-c180v03d06 9 4.08 9 7.01 9 4.09 9 6.97
mCNF-c210v03d06 9 6.09 9 9.16 9 6.09 9 9.12
mCNF-c240v03d06 9 8.66 9 12.82 9 8.67 9 12.82
mCNF-c270v03d06 9 10.23 9 15.85 9 10.23 9 15.91
mCNF-c300v03d06 9 15.51 9 25.78 9 15.52 9 25.72
mCNF-c075v04d01 16 0.14 16 0.15 16 0.22 16 0.23
mCNF-c110v05d01 16 9.19 16 9.72 4 30.78 3 25.69
qbfS-C50-V16-D4 8 8.42 8 8.37 7 5.89 7 5.84
qbfS-C50-V16-D6 8 3.89 8 3.85 7 6.39 7 6.50
qbfML-C50-V8-D4 8 16.38 8 16.34 8 20.39 8 20.32
qbfML-C50-V8-D6 7 15.57 7 15.64 7 16.94 7 16.96
hCNF-C60 17 0.11 19 0.33 19 0.67 20 0.68
hCNF-C80 15 6.54 16 3.54 16 4.05 15 3.21
hCNF-C100 9 1.43 12 5.40 12 3.36 14 12.18
hCNF-C120 10 6.62 12 12.05 14 9.80 14 10.98
hCNF-C140 8 10.80 8 20.73 9 16.90 8 15.53
hCNF-C160 8 11.12 9 12.48 11 13.15 9 7.18
hCNF-C180 6 19.57 4 14.90 8 22.98 6 15.25
hCNF-C200 11 21.39 9 13.58 13 20.49 13 22.99
qbfL-C10-V4-D6 8 23.47 8 10.50 8 13.32 8 13.09
qbfL-C20-V4-D6 1 19.89 6 32.04 7 28.75 7 28.50
qbfL-C30-V4-D6 1 17.50 3 39.25 2 19.88 2 19.58
qbfL-C40-V4-D6 5 6.88 6 12.08 6 12.59 6 12.43
qbfL-C50-V4-D6 8 7.59 8 7.26 8 5.17 8 5.16

(b) Results for LWB benchmarks

on prop box off
k_branch_n 10 10 14 35.16 14 41.10
k_branch_p 16 16 21 30.41 21 34.82
k_ph_n 20 21 0.19 13 12
k_ph_p 7 8 43.39 6 6
kt_branch_n 10 10 14 41.70 14 41.83
kt_branch_p 16 16 21 35.83 21 35.75
kt_ph_n 21 28.52 21 28.59 17 17
kt_ph_p 8 31.19 8 31.11 7 7
s4_branch_n 14 24.86 14 24.91 14 41.11 14 41.20
s4_branch_p 21 21.55 21 21.59 21 35.00 21 35.21
s4_ph_p 8 32.22 8 32.29 7 7
s4_s5_n 16 16 21 50.05 21 49.80

Table 5.12: Evaluation results for lazy branching
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(a) Results for randomly generated terms

eager on off
mCNF-c090v03d02 9 0.28 9 0.15 9 0.68
mCNF-c120v03d02 8 3.14 8 3.63 6 1.33
mCNF-c120v03d04 9 0.52 9 0.50 9 4.27
mCNF-c150v03d04 9 0.89 9 0.87 9 8.95
mCNF-c180v03d04 9 1.44 9 1.48 9 16.74
mCNF-c210v03d04 9 2.02 9 2.09 9 26.72
mCNF-c240v03d04 9 2.97 9 3.21 8 37.89
mCNF-c270v03d04 9 5.74 9 6.72 5 50.82
mCNF-c300v03d04 9 7.72 9 8.86 0
mCNF-c120v03d06 9 1.23 9 1.33 9 17.94
mCNF-c150v03d06 9 2.10 9 2.43 8 33.92
mCNF-c180v03d06 9 3.80 9 4.08 4 54.28
mCNF-c210v03d06 9 5.39 9 6.09 0
mCNF-c240v03d06 9 7.62 9 8.66 0
mCNF-c270v03d06 9 8.21 9 10.23 0
mCNF-c300v03d06 9 12.65 9 15.51 0
mCNF-c075v04d01 16 0.05 16 0.14 16 0.23
mCNF-c110v05d01 16 2.50 16 9.19 16 17.37
hCNF-C20 20 0.00 20 0.00 3 0.00
hCNF-C40 20 0.01 20 0.02 0
hCNF-C60 19 0.51 17 0.11 0
hCNF-C80 19 2.71 15 6.54 0
hCNF-C100 15 3.55 9 1.43 0
hCNF-C120 11 6.47 10 6.62 0
hCNF-C140 7 10.49 8 10.80 0
hCNF-C160 7 5.91 8 11.12 0
hCNF-C180 9 9.97 6 19.57 0
hCNF-C200 10 6.12 11 21.39 0
qbfML-C10-V8-D6 4 7.58 4 6.70 4 6.82
qbfML-C20-V8-D6 6 23.07 7 25.26 7 20.71
qbfML-C30-V8-D6 6 14.64 6 9.47 6 9.92
qbfML-C40-V8-D6 7 23.43 7 12.45 8 12.70
qbfML-C50-V8-D6 7 33.99 7 15.57 7 14.47

(b) Results for LWB benchmarks

eager on off
k_ph_n 21 0.28 20 2
k_ph_p 8 40.23 7 2
kt_ph_n 20 21 28.52 1

Table 5.13: Evaluation results for boolean constraint propagation
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Spartacus CWB FaCT++ HTab *SAT
I II

mCNF-c030v03d02 9 0.0 9 0.0 9 1.6 9 0.1 9 1.4 9 0.0
mCNF-c060v03d02 9 0.0 9 0.0 0 7 4.6 0 9 12.3
mCNF-c090v03d02 9 0.3 8 1.8 0 1 58.6 0 6 19.4
mCNF-c120v03d02 8 3.3 6 11.3 0 0 0 1 19.2
mCNF-c030v03d04 9 0.3 9 0.1 0 9 3.2 9 6.2 9 19.9
mCNF-c060v03d04 9 2.6 9 0.3 0 0 0 0
mCNF-c090v03d04 9 10.1 9 0.5 0 0 0 0
mCNF-c120v03d04 8 26.6 9 0.9 0 0 0 0
mCNF-c150v03d04 3 29.4 9 1.3 0 0 0 0
mCNF-c180v03d04 2 38.2 9 2.0 0 0 0 0
mCNF-c210v03d04 0 9 2.6 0 0 0 0
mCNF-c240v03d04 0 9 3.7 0 0 0 0
mCNF-c270v03d04 0 9 6.6 0 0 0 0
mCNF-c300v03d04 0 9 8.6 0 0 0 0
mCNF-c030v03d06 9 1.6 9 0.9 0 0 5 15.6 0
mCNF-c060v03d06 9 10.0 9 1.9 0 0 0 0
mCNF-c090v03d06 8 34.4 9 3.0 0 0 0 0
mCNF-c120v03d06 2 51.6 9 4.3 0 0 0 0
mCNF-c150v03d06 0 9 6.1 0 0 0 0
mCNF-c180v03d06 0 9 8.6 0 0 0 0
mCNF-c210v03d06 0 9 11.2 0 0 0 0
mCNF-c240v03d06 0 9 14.4 0 0 0 0
mCNF-c270v03d06 0 9 15.9 0 0 0 0
mCNF-c300v03d06 0 9 21.4 0 0 0 0
mCNF-c075v04d01 16 0.1 8 9.8 0 16 0.2 0 16 0.0
mCNF-c110v05d01 16 4.7 0 0 10 32.9 0 16 0.4

Table 5.14: Comparison on mCNF

Spartacus HTab
I II

hCNF-C20 20 0.0 20 0.3 20 0.1
hCNF-C40 20 0.0 14 2.4 20 0.1
hCNF-C60 19 0.5 7 0.9 19 0.7
hCNF-C80 19 2.8 0 13 1.5
hCNF-C100 15 3.9 0 7 2.7
hCNF-C120 11 6.9 0 4 6.0
hCNF-C140 7 11.5 0 4 2.2
hCNF-C160 7 6.4 0 7 3.1
hCNF-C180 9 10.9 0 7 3.9
hCNF-C200 10 6.8 0 9 2.0

Table 5.15: Comparison on hCNF
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Spartacus CWB FaCT++ HTab *SAT
I II

qbfS-C10-V4-D4 8 0.0 8 0.0 8 0.4 8 0.0 8 0.2 8 0.0
qbfS-C20-V4-D4 8 0.0 8 0.0 8 3.2 8 0.1 8 0.5 8 0.1
qbfS-C30-V4-D4 8 0.1 8 0.0 5 8.4 8 0.7 7 1.6 8 0.2
qbfS-C40-V4-D4 8 0.1 8 0.0 4 13.4 8 0.8 8 1.9 8 0.2
qbfS-C50-V4-D4 8 0.1 8 0.0 2 18.3 8 0.3 8 1.4 8 0.2
qbfS-C10-V4-D6 8 0.0 8 0.0 8 1.3 8 0.0 8 1.0 8 0.0
qbfS-C20-V4-D6 8 0.0 8 0.0 7 7.0 8 0.1 7 5.7 8 0.4
qbfS-C30-V4-D6 8 0.2 8 0.1 3 14.8 5 11.3 4 27.8 8 1.4
qbfS-C40-V4-D6 8 0.2 8 0.1 1 6.8 6 2.2 2 39.1 8 1.2
qbfS-C50-V4-D6 8 0.2 8 0.1 0 6 6.7 1 36.8 8 1.0
qbfS-C10-V8-D4 8 0.0 8 0.0 8 2.6 8 0.0 7 7.3 8 0.1
qbfS-C20-V8-D4 8 0.1 8 0.0 4 16.9 7 0.2 1 39.6 8 0.7
qbfS-C30-V8-D4 8 0.2 8 0.1 0 2 24.7 0 8 8.3
qbfS-C40-V8-D4 8 0.6 8 0.3 0 2 30.9 0 8 13.4
qbfS-C50-V8-D4 8 2.0 8 0.4 0 2 9.4 0 8 21.5
qbfS-C10-V8-D6 8 0.0 8 0.0 8 6.5 8 0.2 4 26.4 8 0.1
qbfS-C20-V8-D6 8 0.1 8 0.1 0 7 8.0 0 8 0.9
qbfS-C30-V8-D6 8 0.6 8 0.4 0 0 0 8 18.1
qbfS-C40-V8-D6 8 4.0 8 1.1 0 0 0 2 34.0
qbfS-C50-V8-D6 7 15.3 8 5.1 0 0 0 0
qbfS-C10-V16-D4 8 0.0 8 0.0 7 19.4 8 0.1 0 8 0.1
qbfS-C20-V16-D4 8 0.1 8 0.1 0 7 1.3 0 8 1.6
qbfS-C30-V16-D4 8 1.2 8 0.6 0 3 25.2 0 8 19.2
qbfS-C40-V16-D4 8 0.8 8 0.5 0 0 0 0
qbfS-C50-V16-D4 6 14.3 8 9.9 0 0 0 0
qbfS-C10-V16-D6 8 0.0 8 0.0 6 18.1 8 0.1 0 8 0.1
qbfS-C20-V16-D6 8 0.2 8 0.1 0 7 7.4 0 8 1.5
qbfS-C30-V16-D6 8 0.5 8 0.3 0 0 0 7 25.1
qbfS-C40-V16-D6 8 3.4 8 1.8 0 1 3.3 0 1 46.6
qbfS-C50-V16-D6 7 5.9 8 5.3 0 0 0 0
qbfL-C10-V4-D4 8 2.5 8 1.4 8 19.9 8 0.5 7 3.7 3 43.1
qbfL-C20-V4-D4 8 5.4 8 4.0 5 27.9 8 3.3 1 18.4 0
qbfL-C30-V4-D4 8 5.9 8 3.6 5 25.3 8 1.6 1 36.1 1 1.3
qbfL-C40-V4-D4 8 4.9 8 1.2 6 40.1 8 0.3 1 28.4 7 28.9
qbfL-C50-V4-D4 8 6.0 8 1.5 3 54.9 8 0.6 2 38.8 4 6.7
qbfL-C10-V4-D6 4 30.2 8 27.1 1 16.6 6 22.4 2 15.9 0
qbfL-C20-V4-D6 0 1 21.7 0 1 13.9 0 0
qbfL-C30-V4-D6 0 1 17.6 0 0 0 0
qbfL-C40-V4-D6 0 5 6.9 0 6 6.8 0 0
qbfL-C50-V4-D6 0 8 7.4 0 8 7.0 0 0

Table 5.16: Comparison on non-modalized QBFs
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Spartacus CWB FaCT++ HTab *SAT
I II

qbfMS-C10-V4-D4 8 0.0 8 0.0 8 3.1 8 0.0 0 8 0.1
qbfMS-C20-V4-D4 8 0.2 8 0.1 3 18.2 8 0.1 0 8 0.4
qbfMS-C30-V4-D4 8 0.4 8 0.2 0 8 8.0 0 8 0.7
qbfMS-C40-V4-D4 8 0.6 8 0.3 0 8 2.7 0 8 0.9
qbfMS-C50-V4-D4 8 0.7 8 0.5 2 15.7 7 1.1 0 8 0.6
qbfMS-C10-V4-D6 8 0.0 8 0.0 8 9.2 8 0.0 0 8 0.1
qbfMS-C20-V4-D6 8 0.9 8 0.2 0 7 12.7 0 8 1.4
qbfMS-C30-V4-D6 8 6.7 8 0.5 0 3 3.7 0 8 4.5
qbfMS-C40-V4-D6 8 12.0 8 1.1 0 4 8.0 0 8 12.3
qbfMS-C50-V4-D6 8 6.6 8 1.9 0 3 8.6 0 8 7.2
qbfMS-C10-V8-D4 8 0.1 8 0.0 6 14.1 8 0.1 0 8 0.1
qbfMS-C20-V8-D4 8 0.5 8 0.2 0 7 1.4 0 8 3.1
qbfMS-C30-V8-D4 8 6.5 8 0.8 0 2 1.3 0 5 22.5
qbfMS-C40-V8-D4 3 35.3 8 11.7 0 0 0 2 25.9
qbfMS-C50-V8-D4 6 27.5 8 9.0 0 2 41.8 0 3 31.8
qbfMS-C10-V8-D6 8 0.1 8 0.1 0 8 2.2 0 8 0.2
qbfMS-C20-V8-D6 8 1.5 8 0.4 0 6 8.1 0 8 6.4
qbfMS-C30-V8-D6 7 8.4 8 2.0 0 1 30.4 0 2 22.0
qbfMS-C40-V8-D6 1 17.7 7 11.8 0 1 25.7 0 0
qbfMS-C50-V8-D6 0 6 34.3 0 0 0 0
qbfMS-C10-V16-D4 8 0.1 8 0.1 1 23.4 8 0.1 0 8 0.3
qbfMS-C20-V16-D4 8 5.9 8 0.5 0 8 7.4 0 8 7.0
qbfMS-C30-V16-D4 6 18.9 8 5.2 0 0 0 1 29.3
qbfMS-C40-V16-D4 0 4 24.0 0 0 0 0
qbfMS-C50-V16-D4 0 3 30.8 0 0 0 0
qbfMS-C10-V16-D6 8 0.1 8 0.1 0 8 0.1 0 8 0.4
qbfMS-C20-V16-D6 8 1.6 8 0.5 0 7 6.8 0 8 8.3
qbfMS-C30-V16-D6 5 21.1 8 9.4 0 0 0 2 38.6
qbfMS-C40-V16-D6 2 14.1 5 14.7 0 0 0 0
qbfMS-C50-V16-D6 0 1 24.4 0 0 0 0
qbfML-C10-V4-D4 8 0.2 5 30.8 0 8 8.0 0 8 0.5
qbfML-C20-V4-D4 8 0.2 0 0 8 7.6 0 8 1.0
qbfML-C30-V4-D4 8 0.3 0 0 8 17.2 0 8 1.8
qbfML-C40-V4-D4 8 0.4 0 0 8 15.1 0 8 2.3
qbfML-C50-V4-D4 8 0.6 0 0 6 20.6 0 8 3.4
qbfML-C10-V4-D6 8 0.3 0 0 8 14.2 0 8 0.6
qbfML-C20-V4-D6 8 0.5 0 0 3 30.1 0 8 1.5
qbfML-C30-V4-D6 8 0.6 0 0 7 32.3 0 8 1.7
qbfML-C40-V4-D6 8 0.8 0 0 3 42.0 0 8 4.6
qbfML-C50-V4-D6 8 1.1 0 0 0 0 8 6.3
qbfML-C10-V8-D4 8 0.5 0 0 2 40.5 0 7 7.6
qbfML-C20-V8-D4 8 1.0 0 0 0 0 6 40.1
qbfML-C30-V8-D4 8 1.3 0 0 0 0 4 33.6
qbfML-C40-V8-D4 8 1.6 0 0 0 0 0
qbfML-C50-V8-D4 8 2.0 0 0 0 0 1 56.9
qbfML-C10-V8-D6 8 0.9 0 0 0 0 8 15.7
qbfML-C20-V8-D6 8 2.0 0 0 0 0 7 33.6
qbfML-C30-V8-D6 8 2.8 0 0 0 0 3 34.4
qbfML-C40-V8-D6 8 3.4 0 0 0 0 0
qbfML-C50-V8-D6 8 4.1 0 0 0 0 0

Table 5.17: Comparison on modalized QBFs
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Spartacus CWB FaCT++ HTab *SAT
I II

k_branch_n 9 10 12 37.2 10 4 12 48.2
k_branch_p 11 16 21 6.2 9 5 18
k_d4_n 21 0.2 21 0.6 21 7.3 21 27.6 6 21 0.2
k_d4_p 21 0.1 21 0.1 21 3.7 21 0.0 21 50.1 21 0.0
k_dum_n 21 0.0 21 0.0 21 0.1 21 0.0 21 0.1 21 0.0
k_dum_p 21 0.0 21 0.0 21 0.1 21 0.0 21 0.1 21 0.0
k_grz_n 21 0.0 21 0.0 21 0.4 21 0.0 21 0.1 21 0.0
k_grz_p 21 0.0 21 0.0 21 0.5 21 0.0 21 0.1 21 0.0
k_lin_n 21 0.0 21 0.0 21 13.6 21 0.1 21 0.1 13
k_lin_p 21 0.0 21 0.0 21 0.2 21 0.0 21 0.1 21 0.0
k_path_n 21 0.6 21 0.6 21 50.9 21 0.1 9 21 0.2
k_path_p 21 0.6 21 0.5 21 46.5 21 0.1 10 21 0.1
k_ph_n 21 1.2 21 1.2 9 13 16 21 1.9
k_ph_p 8 47.0 8 41.4 7 7 6 8 3.8
k_poly_n 21 0.2 21 0.2 21 9.6 21 0.1 21 2.1 21 0.1
k_poly_p 21 0.2 21 0.1 21 7.9 21 0.1 21 2.6 21 0.1
k_t4p_n 21 0.1 21 0.0 21 4.1 21 0.3 5 21 0.1
k_t4p_p 21 0.0 21 0.0 21 3.3 21 0.1 8 21 0.0

Table 5.18: Comparison on LWB benchmarks (K)

In particular, we compare the running time of Spartacus with the running times
of the following systems:

• CWB [27] – A prototype reasoner for basic modal logic with reflexivity
and transitivity, implemented in C++. CWB can use different caching
techniques. For the comparison, we used the options -oa (all optimizations)
and -ogc (global caching non-DFS).

• FaCT++ [64], version 1.2.1 – A reasoner for the very rich description logic
SROIQ(D) [37]. FaCT++ is implemented in C++. We used the default
settings.

• HTab [31], version 1.3.5 – A reasoner for the hybrid logic H(@, E,D),
implemented in Haskell. In addition to global modalities supported by
Spartacus, HTab supports the difference modality D. We used the default
settings.

• *SAT [60], version 1.3 – A reasoner for the basic modal logic K, im-
plemented in C. *SAT implements both satisfiability and unsatisfiability
caching. We used the default compile-time and run-time settings.

Spartacus is implemented in Standard ML and compiled with MLton1.

Since we have not determined a single configuration that performs well on all
sets of terms we investigated, we have selected two configurations of Spartacus
to be compared to other systems. They differ in the used ordering heuristic and
in the employed data structure for pattern-based blocking as follows:

I: Ordering heuristic B as described in Section 5.3 is employed. The tree-based
pattern store is used for blocking.

1available from http://mlton.org/
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Spartacus CWB
I II

kt_45_n 21 0.1 21 0.1 21 4.1
kt_45_p 21 0.1 21 0.1 21 2.3
kt_branch_n 9 10 12 28.2
kt_branch_p 21 0.1 16 21 0.6
kt_dum_n 21 0.0 21 0.0 21 0.2
kt_dum_p 21 0.0 21 0.0 21 0.3
kt_grz_n 21 0.0 21 0.0 21 0.5
kt_grz_p 21 0.0 21 0.0 21 0.5
kt_md_n 7 13.4 7 13.4 7 10.6
kt_md_p 5 6 25.4 5
kt_path_n 21 36.9 21 36.8 5
kt_path_p 21 30.3 21 25.7 6
kt_ph_n 14 20 49.7 8
kt_ph_p 7 8 36.1 6
kt_poly_n 8 10 29.7 9
kt_poly_p 5 21 1.6 18
kt_t4p_n 21 0.1 21 0.1 21 40.5
kt_t4p_p 21 0.1 21 1.5 21 9.8
s4_45_n 21 1.3 21 0.3 21 30.9
s4_45_p 21 0.0 21 0.1 21 18.8
s4_branch_n 9 13 59.7 12
s4_branch_p 21 0.6 19 21 0.4
s4_grz_n 21 0.1 21 0.0 13
s4_grz_p 21 0.0 21 0.0 21 0.9
s4_ipc_n 21 2.7 21 2.1 11
s4_ipc_p 21 3.0 12 21 0.6
s4_md_n 21 24.8 21 19.7 10
s4_md_p 9 50.5 9 37.1 9 31.8
s4_path_n 16 51.1 16 48.9 2
s4_path_p 17 57.4 17 52.6 4
s4_ph_n 10 34.9 9 3
s4_ph_p 5 8 37.4 6
s4_s5_n 16 57.2 16 54.5 9
s4_s5_p 21 32.1 21 0.0 21 1.1
s4_t4p_n 21 0.3 21 0.3 17
s4_t4p_p 21 0.1 21 0.2 21 6.4

Table 5.19: Comparison on LWB benchmarks (KT and S4)
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II: Ordering heuristic D as described in Section 5.3 is employed. The list-based
pattern store is used for blocking.

Both configurations share the following settings:

• disjuncts are processed in the following order: negated nominals, proposi-
tional literals, diamonds, boxes, satisfaction terms, existential modalities,
nominals, universal modalities, conjunctions

• backjumping is enabled

• the eager variant of pattern-based blocking is employed

• the eager variant of boolean constraint propagation is employed

• disjoint branching is enabled

• lazy branching is fully enabled

• caching is disabled

In the tests, shown in Tables 5.14-5.19, the two configurations we have chosen for
comparison seem to have complementary strengths and weaknesses. So, config-
uration I performs significantly better on our hybrid samples and on modalized
QBFs, while configuration II is more effective on non-modalized QBFs and on
the class mCNF-*v03*. Unfortunately, we were not able to find a single setting
that would combine the strengths of the two configurations.

This said, the results of the comparison suggest that Spartacus is very com-
petitive with the other systems in so far as reasoning performance is concerned.
As shown in Section 5.2, an important factor contributing to this performance is
pattern-based blocking. Since pattern-based blocking can be seen as a particular
form of satisfiability caching, we expected it to have similar effects on perfor-
mance as observed for *SAT [61] and CWB [27]. The comparisons with *SAT
on QBFs and with CWB on the LWB benchmarks fully confirm this expectation.



Chapter 6

Conclusion

This chapter concludes the thesis with a summary and an outlook on possible
future work.

6.1 Summary

Spartacus is a tableau-based prover for hybrid logic with global modalities,
reflexive, transitive and serial relations. Termination in the presence of global
modalities and transitivity is achieved through pattern-based blocking.

One of the key motivations for our work was to evaluate the effectiveness of
pattern-based blocking in practice. The evaluation shows that the performance
can improve significantly when pattern-based blocking is used. Performance of
pattern-based blocking depends on the data structure used for storing patterns.
We have implemented three data structures that seemed to be promising for that
purpose, which are based on lists, bit matrices and trees, respectively. While the
tree-based data structure outperforms the data structures based on bit matrices
and lists in many cases, we have also encountered several classes of hybrid terms
where the list-based data structure performs significantly better.

We have also integrated other optimization techniques into Spartacus, including
normalization of terms, backjumping, boolean constraint propagation, disjoint
branching, lazy branching and caching of unsatisfiable terms.

We have investigated a novel optimization technique called lazy branching, which
aims at reducing the search space by delaying branching on disjunctions that
contain propositional literals or boxes. Although we have encountered several
cases where lazy branching can have an adverse effect on performance, there are
many cases where it seems to be an interesting optimization technique.

67
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6.2 Outlook

This section discusses several issues that remained open during the work on this
thesis but which might be interesting subjects for future investigation. It also
mentions optimizations that may be integrated into future versions of Sparta-
cus.

6.2.1 Difference Modality

It seems to be possible to add support for the difference modality D and its
dual D̄ to Spartacus with moderate effort.

Since the tableau rule for D is a nominal generating rule, a blocking condition is
required to achieve termination in the presence of the difference modality [42].
Hence, some control mechanism must be implemented that keeps track of whether
difference modalities are blocked. The operator D̄, on the other hand, can be
handled using the existing infrastructure for global modalities with only minor
modifications.

6.2.2 Branching Heuristics

Currently, Spartacus allows for ordering heuristics that order disjunctions ac-
cording to their dependency sets or the age of the corresponding nodes. Several
more sophisticated heuristics have been proposed, which might have a positive
effect on performance. For instance, learning-based disjunct selection [57] is an
ordering heuristic that assigns priorities to disjuncts based on how often they
have been involved in a clash. Other examples include ordering strategies based
on the size or the maximum modal depth of the disjuncts [63].

For such heuristics, it may be reasonable to assign priorities to disjuncts instead of
disjunctions. As a consequence, it would not be possible to handle disjunctions on
the agenda in the same way as it is currently the case. In particular, an efficient
mechanism to determine which disjunctions are satisfied by the selection of a
certain disjunct seems necessary.

6.2.3 Optimization Techniques

There are several ideas how the optimization techniques implemented so far could
be extended in order to improve their effectiveness.

The eager variant of boolean constraint propagation could be improved if watched
literals were used to determine disjunctions that can be handled deterministically.

Lazy branching on disjunctions that contain boxes can be improved for terms
that contain more than one relational variable. Currently, branching on such dis-
junctions is only delayed as long as no diamond has been derived as a constraint
on the corresponding node. A more sophisticated version would delay disjunc-
tions that contain r-boxes until an r-diamond is added to the corresponding
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node. A variant of lazy branching that delays disjunctions that contain negated
nominals is not implemented yet.

6.2.4 Evaluation

We have compared the practical fitness of several ordering heuristics and op-
timizations on different classes of formulas. However, we did not determine a
single configuration that performs reasonably well on all classes of formulas in-
vestigated. This is unfortunate, as users may be required to perform the possibly
daunting task of finding a good configuration themselves.

It would be desirable if, for each input term, a configuration that is likely to
be good could be suggested automatically based on features of the input term
like modal depth, number of variables or operator frequencies. Further evalua-
tion might reveal relationships between features of input terms and promising
configurations.



70 CHAPTER 6. CONCLUSION



Appendix A

Input Syntax

File := Disjunction | Restrictions Disjunction
Disjunction := Conjunction ['|' Disjunction]
Conjunction := Literal ['&' Conjunction]
Literal := '0' | '1' | Var | '='Var | '~' Literal

| '<' Var '>' Literal | '[' Var ']' Literal
| 'A' Literal | 'E' Literal |
| '@' Var Literal | Var ':' Literal |
| '(' Disjunction ')'

Var := [a− z][a− z 0− 9]∗

Varlist := Var [, Varlist ]
Restrictions := Restriction [Restrictions]
Restriction := Reflexivity | Transitivity | Seriality |
Reflexivity := '{reflexive: *}' | '{reflexive:' Varlist '}'
Transitivity := '{transitive: *}' | '{transitive:' Varlist '}'
Seriality := '{serial: *}' | '{serial:' Varlist '}'
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