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SOL with Henkin semantics reduces to (mono-sorted) FOL.
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Define translation function ${ }^{*}:$ form $_{2}(\Sigma) \rightarrow$ form $_{1}\left(\Sigma_{+}\right)$.
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Convert first-order model $\mathcal{M}$ to Henkin model $\mathcal{H}$ :

- $D_{\mathcal{H}}:=D_{\mathcal{M}}$
- $\mathbb{P}_{n} P:=\exists p . \forall x_{1} \ldots x_{n} . P\left(x_{1}, \ldots, x_{n}\right) \leftrightarrow \operatorname{predApp}_{n}^{\mathcal{M}}\left(p, x_{1}, \ldots, x_{2}\right)$

For standard semantics, every predicate would need to be included. But we have no guarantee that $\mathcal{M}$ contains all predicates.
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$\Rightarrow$ Encode this requirement in a theory $\mathcal{C}$.
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From this point on, we only work in the SOL fragment without function quantifiers and variables!
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\| \\
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Special error symbol if first argument is not a variable

## Completeness

## Lemma

1. $A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}$

## Completeness

## Lemma

1. $A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}$
2. $\vdash_{2} \varphi^{\star \Delta} \dot{\leftrightarrow} \varphi$

## Completeness

$$
\begin{aligned}
& \quad \frac{\text { Lemma }}{\text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}} \quad \text { 2. } \vdash_{2} \varphi^{* \diamond} \dot{\leftrightarrow} \varphi \\
& \mathcal{T} \vDash_{2} \varphi
\end{aligned}
$$

## Completeness

$$
\begin{gathered}
\frac{\text { Lemma }}{\text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}} \quad \text { 2. } \vdash_{2} \varphi^{\star \diamond} \dot{\leftrightarrow} \varphi \\
\mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star}
\end{gathered}
$$

## Completeness

$$
\begin{gathered}
\frac{\text { Lemma }}{\text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}} \quad \text { 2. } \vdash_{2} \varphi^{\star \diamond} \dot{\leftrightarrow} \varphi \\
\mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star} \\
\left.\begin{array}{c}
\text { FOL Completeness } \\
\text { [Forster et al., 2021] }
\end{array}\right|_{\text {MP/LEM }} \\
\mathcal{T}^{\star}, \mathcal{C} \vdash_{1} \varphi^{\star}
\end{gathered}
$$

## Completeness

$$
\begin{gathered}
\frac{\text { Lemma }}{\text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2} \varphi^{\diamond}} \quad \text { 2. } \vdash_{2} \varphi^{\star \diamond} \leftrightarrow \varphi \\
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\mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star} \\
\begin{array}{c}
\text { FOL Completeness } \\
\text { [Forster et al., 2021] }
\end{array} \left\lvert\, \begin{array}{ll}
\text { MP/LEM } & \text { Error symbol can occur in this derivation! } \\
\mathcal{T}^{\star}, \mathcal{C} \vdash_{1} \varphi^{\star} \xrightarrow{(1)} \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2}^{\text {err }} \varphi^{\star \diamond}
\end{array}\right.
\end{gathered}
$$

## Completeness

$$
\begin{aligned}
& \text { Lemma } \\
& \text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2}^{\text {err }} \varphi^{\diamond} \quad \text { 2. } \vdash_{2} \varphi^{* \diamond} \dot{\leftrightarrow} \varphi \\
& \mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star} \\
& \text { FOL Completeness MP/LEM Error symbol can occur in this derivation! } \\
& \text { [Forster et al., 2021] } \\
& \mathcal{T}^{\star}, \mathcal{C} \vdash_{1} \varphi^{\star} \xrightarrow{(1)} \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2}^{\mathrm{err}}{ }^{-} \varphi^{\star \diamond} \\
& \text { Remove error symbol } \\
& \text { using comprehension } \\
& \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2} \varphi^{\star \diamond}
\end{aligned}
$$

## Completeness

$$
\begin{aligned}
& \text { Lemma } \\
& \text { 1. } A \vdash_{1} \varphi \rightarrow A^{\diamond} \vdash_{2}^{\text {err }} \varphi^{\diamond} \quad \text { 2. } \vdash_{2} \varphi^{* \diamond} \dot{\leftrightarrow} \varphi \\
& \mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star} \\
& \text { FOL Completeness } \quad \text { MP/LEM Error symbol can occur in this derivation! } \\
& \text { [Forster et al., 2021] } \\
& \mathcal{T}^{\star}, \mathcal{C} \vdash_{1} \varphi^{\star} \xrightarrow{(1)} \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2}^{\mathrm{err}} \varphi^{\star} \varphi^{\star \diamond} \\
& \text { Remove error symbol } \\
& \text { using comprehension } \\
& \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2} \varphi^{\star \diamond} \stackrel{(2)}{\longleftrightarrow} \mathcal{T}, \mathcal{C}^{\diamond} \vdash_{2 \varphi}
\end{aligned}
$$

## Completeness

$$
\begin{aligned}
& \text { 2. } \vdash_{2} \varphi^{\star \Delta} \dot{\leftrightarrow} \varphi \\
& \mathcal{T} \vDash_{2} \varphi \longleftrightarrow \mathcal{T}^{\star}, \mathcal{C} \vDash_{1} \varphi^{\star} \\
& \text { FOL Completeness } \quad \text { MP/LEM Error symbol can occur in this derivation! } \\
& \text { [Forster et al., 2021] } \\
& \mathcal{T}^{\star}, \mathcal{C} \vdash_{1} \varphi^{\star} \xrightarrow{(1)} \mathcal{T}^{\star \diamond}, \mathcal{C}^{\diamond} \vdash_{2}^{\text {err }} \varphi^{\star \star} \\
& \text { Remove error symbol } \\
& \text { using comprehension } \\
& \mathcal{T} \star \diamond, \mathcal{C}^{\diamond} \vdash_{2} \varphi^{\star \diamond} \stackrel{(2)}{\longleftrightarrow} \mathcal{T}, \mathcal{C}^{\diamond} \vdash_{2} \varphi \underset{\begin{array}{c}
\vdash_{2} \text { proves } \\
\text { comprehension }
\end{array}}{ } \mathcal{T} \vdash_{2} \varphi
\end{aligned}
$$
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## Conclusion

## Theorem (Completeness)

For closed $\varphi$ and $\mathcal{T}$ without function quantifiers and variables it holds that

$$
\mathcal{T} \vDash_{2} \varphi \rightarrow \mathcal{T} \vdash_{2} \varphi .
$$

- Semantic reduction straightforward. Also allows to obtain Compactness, Löwenheim-Skolem, etc. from FOL.
- Deductive part fairly tedious to mechanize (not finished yet)

Overall, the Bachelor's project contributes the first mechanization of SOL, including:

- Categoricity of $\mathrm{PA}_{2}$
- Undecidability and incompleteness for standard semantics
- Reduction to mono-sorted FOL and completeness for Henkin semantics
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## Coq mechanization

| Overview | LOC |
| ---: | ---: |
| Utility | 300 |
| Syntax \& Substitutions | 900 |
| Tarski Semantics | 1000 |
| Deduction System | 900 |
| PA \& Categoricity | 1200 |
| Undec. \& Incompleteness | 400 |
| Henkin Semantics | 200 |
| FOL Reduction | 1300 |
| Total | 6200 |

