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Abstract

There has been little work on computational grammars for Arichor other Ethio-Semitic languages and their use foripgrand
generation. This paper introduces a grammar for a fragnfelindaric within the Extensible Dependency Grammar (XDG@)fiework
of Debusmann. A language such as Amharic presents speaitdges for the design of a dependency grammar because aitiplex
morphology and agreement constraints. The paper desdridves morphological analyzer for the language can be intedrato the
grammar, introduces empty nodes as a solution to the probiemll subjects and objects, and extends the agreememdigierof XDG

in several ways to handle verb agreement with objects asasallibjects and the constraints governing relative claardssvit is shown
that XDG’s multiple dimensions lend themselves to a new aggn to relative clauses in the language. The introducezhsixins to
XDG are also applicable to other Ethio-Semitic languages.

1. Introduction English grammar discussed in his dissertation. In the gen-

Within the Semitic family, a number of languages remain€r@l case, then, an analysis of a sentence is a multigraph
relatively under-resourced, including the second most spctOnsisting of a separate dependency graph for each dimen-
ken language in the family, Amharic. Among other gaps inSIon Over a smgle. sequence of yvord nodes. FlgL_lre 1 shows
the available resources, there is no computational grammd&POSsible analysis for the English sentedakn edited the

for even a sizable fragment of the language; consequentlj@Peron two dimensions. The analysis follows the XDG
analysis of Amharic texts rarely goes beyond morphologi£onvention of treating the end-of-sentence punctuation as
cal analysis, stemming, or part-of-speech tagging. the root of the sentence.

This paper describes a dependency grammar for a fragment

of Amharic syntax. The grammar is based on Extensible Syntax

Dependency Grammar (XDG), developed by Ralph Debus- roo

mann and colleagues (Debusmann et al., 2004; Debusmann,

2007). XDG was selected because of its modular structure, de

its extensibility, and its simple, declarative format. The
paper begins with an overview of XDG and a description ad

of some relative aspects of Amharic morphosyntax. Then < el
we look at the extensions to XDG that were implemented

to handle Amharic null subjects and objects, agreement of root
verbs with subjects and objects, and some of the special Semantics

properties of relative clauses. Most of these extensiols wi

also apply to other Semitic languages. Figure 1. Two-dimensional XDG analysis of an English

2. Extensible Dependency Grammar sentence. Arrows go from head to dependent. Words that
' do not participate in the semantic dimension are distin-

As in other dependency grammar frameworks, XDG is lex-gyished by delete arcs from the root node.

ical; the basic units are words and the directed, labeled de-

pendency relations between them. In the simplest case, an

analysis (“model” in XDG terms) of a sentence is a grapha grammatical analysis is one that conforms to a set of con-
consisting of a set of dependency arcs connecting the nodegraints, each generated by one or anofirénciple. Each

in the sentence such that each node other than the root nodénension has its own characteristic set of principles. &om

has a head and certain constraints on the dependencies @gamples:

satisfied. As in some, but not all, other dependency frame-
works, XDG permits analyses at multiple strata, known as
dimensions, each corresponding to some level of grammat-

ical abstraction. For example, one dimension could repre-
sent syntax, another semantics. Two dimensions may also ¢ The Valency Principle, governing the labels on the arcs
be related by an explicit interface dimension that has no  jnto and out of a given node.

arcs itself but constrains how arcs in the related dimession

associate with one another. Debusmann includes a total of ® The Agreement Principle, constraining how certain

six simple dimensions and five interface dimensions in the ~ features within some words must match features in
other words.

e Principles concerned with the structure of the graph,
for example, it may be constrained to be a tree or a
directed acyclic graph.



e The Order Principle, concerned with the order of thegerund(ive). We represent verb lexemes in the lexicon in
words in the sentence. terms of the conventional citation form, the third person

singular masculine perfective. For example, the vayb

As the framework is completely lexical, it is at the level of 0 S
words or word classes that the principles apply. For exam\-NGdemﬁ he is not liked" has the lemmiewededéhe was

ple, the constraint that a finite present-tense verb in Bngli ked’, which is derived from the verb roetd.d - ,
must agree with its subject on the syntactic dimension couldFVery Amharic verb must agree with its subject. As in
appear in the lexicon in this forrh: other Semitic languages, subject agreement is expressed

by suffixes alone in some TAM categories (perfective
and gerundive) and by a combination of prefixes and
suffixes in other TAM categories (imperfective and jus-
sive/imperative). Amharic is a null subject language; that
The lexicon is organized in an inheritance hierarchy, withis, a sentence does not require an explicit subject, and per-
lexical entries inheriting attributes from their ancestorsonal pronouns appear as subjects only when they are being
classes. For example, the veeats would inherit the emphasized for one reason or another.
subject-verb agreement constraint from theFNW_PRES  An Amharic verb may also have a suffix representing the
class. person, number, and gender of a direct object or an indi-
Parsing and generation within the XDG framework take therect object that is definité. The corresponding suffixes in
form of constraint satisfaction. Given an input sentence tather Semitic languages are often considered to be clitics
be parsed, lexicalization of the words invokes the princi-or even pronouns, but there are good reasons not to do so
ples that are referenced in the lexical entries for the word$or Amharic. First, one or two other suffixes may follow
(or inherited from their ancestors in the lexical hieraichy the object suffix. Second, as with subjects, object personal
Each of these principle invocations results in the instanti pronouns may also appear but only when they are being em-
ation of one or more constraints, each applying to a set ogphasized. Thus we will consider Amharic to have optional
variables. For example, a variable is associated with thebject agreement as well as obligatory subject agreement
label on the arc between two given nodes, and the domaiand to be a null object as well as a null subject language.
for that variable is the set of possible arc labels that can ap
pear on the arc. Among the constraints that apply to such 82 Noun phrases
variable are those that are created by the Valency PrincipléAmharic nouns without modifiers take suffixes indicating
For example, for English transitive verbs, there is a vafenc definiteness and accusative case for direct objects and pre-
constraint that requires that exactly one of the arcs leavinfixes representing prepositions:
the verb must have aobj label. Constraint satisfaction
returns all possible combinations of variable bindingshea doctor
corresponding to a single analysis of the input sentence.
The XDG framework has been applied to a number of lan-& doctor’ )
guages, including a small fragment of Arabic (Odeh, 2004)h -

" akimu
but no one has yet addressed the complexities of MOM3 0 ctor-DEE
phosyntax that arise with Semitic languages. This paper

- gram: V_FIN_PRES
syn:
agree: [sbj]

hakim

represents a first effort. ‘the doctor’ )
i hakimun
3. Relevant Amharic Morphosyntax doctor- DEF-ACC
31 Verb marphalogy ‘the doctor (as object of a verb)’ ()

As in other Semitic languages, Amharic verbs are very

complex (see Leslau (1995) for an overview), consistingehakimu

of a stem and up to four prefixes and four suffixes. Theto-doctor-DEF

stem in turn is composed of a root, representing the purelito the doctor’ 4)
lexical component of the verb, and a template, consist-

ing of slots for the root segments and for the vowels (andiowever, when a noun is modified by one or more adjec-
sometimes consonants) that are inserted around and pives or relative clauses, it is the first modifier that takes
tween these segments. The template represents tense, as-

pect, mood, and one of a small set of derivational cate- 2Ambharic is written using the Ge’ez script. While there is

gories: passive-reflexive, transitive, causative, iteeate-  NO Single agreed-on standard for romanizing the langudge, t

ciprocal, and causative reciprocal. For the purposes sf thiSERA transcription system, which represents Ge'ez grapsem
using ASCII characters (Firdyiwek and Yaqob, 1997), is cawnm

paper, we will consider the combination of root and deriva-, _ i . U .
tional category to constitute the verb lexeme. in computational work on Amharic and is used in this papeisTh

h in f diff franscription system represents the orthography dirdeiling to
Each lexeme can appear in four different tense-aspecigicate phonological features that the orthography dagsn-

mood (TAM) categories, conventionally referred 1o ¢o4e in particular, consonant gemination and the presefite
as perfect(ive), imperfect(ive), jussive/imperative,dan epenthetic vowel that breaks up consonant clusters.
%In the interest of simplification, indirect objects will be
We use YAML syntax lfttp://www.yaml.org/ ) for mostly ignored in this paper. Most of what will be said about
lexical entries. direct objects also applies to indirect objects.




these affixes (Kramer, 2009). If a noun takes a determiner, e The head noun of a noun phrase with an adjective or
the noun phrase needs no other indication of definiteness, relative clause modifier is optional.
but it is the determiner that takes the accusative suffix or

prepositional prefix. tiqun 'merTalehu

. big-DEF-ACC I-choose
senefu hakim ‘ . ,
lazy-DEF doctor | choose the big one. (13)
‘the lazy doctor’ (5) )

yemiwedat alderesem

lesenefu hakim REL-he-likes-her he-didn’t-arrive
to-lazy-DEF doctor ‘(He) who likes her didn't arrive. (14)
‘to the lazy doctor’ (6)

yann senef hakim Headless relative clauses are _found in many lan-
that-ACC lazy doctor guages, for example, in the English translation of sen-

tence (14). What makes Amharic somewhat unusual is
that headless relative clauses and adjectives function-
3.3. Rdativeclauses ing as noun phrases can be formed by simply dropping
the noun.

‘that lazy doctor (as object of a verb)’ (7

Relative clauses in Amharic consist of a relative verb and

zero or more arguments and modifiers of the verb, asinany o Relative verbs agree with the main clause verbs that
clause. A relative verbis a verb in either the imperfective o contain them. For example, in example (14) above,
perfective TAM with a prefix indicating relativization. As the third person singular masculine subject in the main

with a main clause verb, a relative verb must agree with its  |ause verb agrees with the third person singular mas-
subject and may agree with its direct object if it has one. culine subject of the relative clause verb.

Both subjects and objects can be relativized.
Therefore we interpret relative clause modifiers as syntac-

ﬁegm?ﬁlzes-her \?vlf)tman tif: _h_eads of Amharic nouns. I_3ecause XDG qﬁers the pos-
. L sibility of one or more dimensions for semantics as well as
the woman that he likes 8) syntax, it is straightforward to make the noun the semantic
yemiwedat wend head, much as auxiliary verbs function as syntactic heads
REL-he-likes-her man while the main verbs they accompany function as semantic
‘the man who likes her’ ) heads in Debusmann’s XDG grammar of English. This is

discussed further below.
As noted above, when a noun is modified by a relative

clause and has no preceding determiner, it is the rela- 4, XDG for Amharic

tive clause that takes suffixes indicating definiteness or aqy its current incomplete version, our Amharic grammar has
cusative case or prepositional prefixes. a single layer for syntax and a single layer for semantics.
yetemeregew i wendmE new The Syntax dimension handles word order, agreement, and
REL-he-graduated-DEFboy my-brother is syntactic valency. The Semantics dimensions handles se-

‘The boy who graduated is my brother.’ (20) mantic valency. . )

Because the grammar still does not cover some relatively
yetemeregewn lj  alawgm common structures such as cleft sentences and complement
REL-he-graduated-DEF-ACChoy I-don’t-know clauses, the parser has not yet been evaluated on corpus
‘I don’t know the boy who graduated.’ (11) data.
When a sequence of modifiers precedes a noun, itis the firdt1. I ncorporating mor phology
one that takes the suffixes or prefiXes. For a language like Amharic, it is impractical to list all

; wordforms in the lexicon; a verb lexeme can appear in

yetemeregew gWebez |j '
REL-he-graduated-DEFclever boy more than 100,000 wordforms. Instead we treat the lex-

‘the clever boy who graduated’ (12) eme/lemma as the basic unit; for nouns this is their stem.

Because the first modifier of a noun determines the syntac- °Amharic word order is considerably simpler than that of a
tic role of the noun phrase in the clause as well as its deflanguage such as English or German, and there are none of the

initeness, we will treat this modifier, rather than the noun,Problems of long-distance dependences in questions aativee
as the syntactic head of the noun phrase. There are at Ieac%?uses that we f'nd.'n those languages. The only non-pregect
two other reasons for doing this. S ruc.tures are those |n'cle1.‘t sentence§ and sentencesgybllmls-
location, neither of which is handled in the current versibour
grammar. In a later version, we will separate a projective li
4with two adjectives, both may optionally take the affixes ear precedence layer from a non-projective immediate dancie
(Kramer, 2009). We consider this to fall within the realm obc- layer, as Debusmann does for English and German (2007).
dination, which is not handled in the current version of theng- Unlike in most other Semitic languages, most Amharic nouns

mar described in this paper. do not lend themselves to an analysis as template+root.




For verbs, as noted above, this is the root plus any derivathe verb with the relevant labe$l§j or obj ) to either an

tional morphemes. explicit word or the associated empty node, but not both.
In parsing a sentence, we first run a morpholog-Figure 4.3. shows the analysis returned by our parser for
ical parser over each of the input words. We the following sentencé.

use the HornMorpho Amharic parser available at

http://www.cs.indiana.edu/ ~gasser/ yoHans ywedatal

Research/software.html and described in Gasser ygnhannis he-likes-her

(2009). Given an Amharic word, this parser returns the root
(for verbs only), the lemma, and a grammatical analysis
in the form of a feature structure description (Carpenter,
1992; Copestake, 2002) for each possible analysis. For

example, for the verpwedatal'he likes her’, it returns the Syntax
following (excluding features that are not relevant fossthi

discussion): root
. sbj \ obj
'wedede’, {tam’: 'impf, \
rel’: False,

'sb”: [-pl,-p2,-plr,-fem], 70 XL VN o Y
‘ob”: [-pl,-p2,-plr,+fem]} yoHans “ .

ywedatal | N—>—" ...
That is, it indicates that this a non-relative verb whose / /

Yohannis likes her.’ (15)

lemma is ‘wedede’ in imperfective TAM with a third per- agl S arg2
son singular masculine subject and a third person singular root
feminine object. Semantics

Itis this sequence of lemma-structure tuples rather than ra

wordforms that is the input to the usual XDG lexicalization ) _ -
process that initiates parsing. We have not yetimplementefiigure 2: Empty nodes in Amharic. The transitive verb
generation, but the reverse process will occur there; thafvedatathe likes her’ has no explicit object, so it is linked
is, the output of constraint satisfaction will be a sequencd® @ empty node by ambj arc in the Syntax dimension.
of lemma-structure tuples which will then be passed to a

morphological generator (also available in HornMorpho). _ .
P glea’g ( pho) Note that our empty nodes are similar to the hidden nodes

4.2. Null subjects and objects used in annotation for the Quranic Dependency Treebank

XDG is grounded in the words occurring in a sentence, buProiect (Dukes et al., 2010).
it has to come to grips with the mismatch between nodeﬁ_s_ Subject and object agreement

in different dimensions. For example, we probably do not .
P P y In the XDG grammars described by Debusmann and other

want a strictly grammatical word such tieeto correspond o ;
Y9 P researchers within the framework, agreement applies to two

LO ag?/thltnh%atl atI_I on fthe ?emantl(;: d|me_n5|c|)n. De?usmangeparate verb attributes. Thgrs attribute is a list of pos-
andles theleletionof surface nodes usingel arcs from  gjq features for the verb form, while tagree  attribute

the sentence root; this can be seen in the semantic dimes 5 |ist of arc labels for daughters that must agree with the
sion in Figure 1. verb. For example, the following could be part of the en-
Now consider the reverse problem, that of nodes in somery for the English vergats , representing the fact that this
dimension that correspond to nothing on the surface. Nulivord has a single possibility for its agreement featuredthi
subjects and objects in a language such as Amharic preseperson singular) and the constraint that its subject mast al
such a problem. They correspond to arguments that need &€ third person singular.

be explicit at the semantic level but are not present in the
input to parsing. We are also working on a synchronous
version of XDG with dimensions representing syntactic égrs: [3ps]

analyses in different languages. For a language pair such  agree: [sbj]

as Amharic-English, with Amharic as the input language,

the nodes corresponding to English subject and object prothis limited approach to agreement fails to address the

nouns will have to come from somewhere. The problenfOMPplexity of a language such as Amharic. First,ages
of “vertex expansion” has come up in the XDG literature attribute must distinguish subject, direct object, andrext

. . object features. Second, thgree attribute must specify
_(Pellzzom ar_1d Nunes, 2005), but we are unaware of aM\hich agreement feature of the mother verb agrees with the
implementations.

_ . daughter on the specified arc. Third, thgree attribute
We solve the problem by introducing “empty nodes” in the st also allow for agreement with different features of the

syntactic dimension. Each verb creates an empty node fefaughter when the daughter is a verb itself, that is, when
its subject, and each transitive verb creates an additiond is the verb of a relative clause. Consider the entry for

one for its object. The nodes are used only when no extransitive verbs (actually a combination of several esjrie
plicit argument fills their role. We introduce a new XDG
principle to handle these cases, the Empty Node Principle. 7In the Amharic dependency graphs in the figures we show the
When a word invoking this principle is found during lexi- original Ge'ez forms that are the actual input to the parsevell
calization, a constraint is created that sanctions an ang fr  as the transcribed forms.

word: eats




- gram: V_T
syn: Syntax

agree: {shj: [shj, [ ,sbj,obj,iobj]],

P C I ahi ahi inhi top:obj=A
obj: [obj, [ ,sbj,obj,iobj]]} / \ root
This specifies that a transitive Amharic verb agrees with /

the words on both its outbourgbj andobj arcs, that AOVEC enTlA
the subject agrees with tlsbj feature of the verb and the astEr dekmWatal
object agrees with thebj feature of the verb, and that
the agreement feature of the daughter (subject or object) is
either the whole word (denoted by or, in the case of a Figure 4: Agreement of a topic with a verb’s object suffix.
relative verb, itsbj , obj oriobj feature.

The following sentence is an example of a transitive verb

whose subject and object features agree with nouns. The

output of the parser on the Syntax dimension for this sen-

tence is shown in Figure 3.

astEr yoHansn twedewalec the verb’s argument structure. In our grammar, we join the
Aster Yohannis-ACC she-likes-him relative v_erb to its head_n(_)un in the Syntax_dl_mens_lon by
an arc with a label specifying this role, that &j , obj ,
‘Aster likes Yohannis.’ (16) oriobj . Since verbs are already constrained to agree with
their arguments, the agreement between the relative verb
and the noun it modifies does not need to be stated sepa-
Syntax rately in the grammar. For illustration, however, we show
what this constraint would look like in the entry for object

shj:shj=A .
r ‘\ t relative verbs.
obj:obj=A roo
J/ o E - gram: V_REL_OBJ

[ AOEC ] [hmm [Mmﬁ] .
syn:
astEr yoHansn twedewalec . . A
agree: {obj: [obj, "}

. e . . entence (18) is an example of a sentence with an object
Figure 3: Simple subject-verb and object-verb agreement ;. .
. . . . relative clause. The analysis of the sentence by our system
in Amharic. In addition to their arc labels, two arcs show . 7 A
n the Syntax dimension is shown in Figure 5. The ob-
mother and daughter features that agree. In these cases, the )
ecCt feature of the relative veneemtTelawthat she hates
arc label precedes the colon, and the mother and daughtgr_, . - 0
Im’ agrees with the modified noumend|j‘boy’; both are
third person singular masculine. Two other agreement con-

straints are also satisfied in this sentence. The subject fea

Note that the verb agreement feature and the arc label nedd'® Of the main vertamemehe-got-sick’ agrees with the
not be the same. For example, for an important subclass Qbject feature of the relative verb; both are third persan si

Amharic verbs, the object suffix of the verb agrees with adUlar masculine. The subject feature of the relative verb
syntactic argument that we will call the “topic”, which does agrees with its subjeastEr, both are third person singular

features are separated by “=".

not take the accusative marker and is not the syntactic su€minine.
jegt. In the fo_IIowing exa_m_ple, the vgrb’s c_)bject suffix_ IS astEr yemtTelaw wendlj tameme
:_hlrdt pe_rsor:EsmguIar feminine, agreeing with the nomina-pqter REL-she-hates-himboy  he-got-sick
Ve lopicastsr ‘The boy that Aster hates got sick.’ (18)
astEr dekmWatal
Aster it-has-tired-her
‘Aster is tired. 7) Syntax
. . ., . shj:sbj=obj.

The verb in this sentencdekemeétire’, has the following sbjisbj=A - root
in its entry: obj:obj=
- lexeme: dekeme ANEC 9 FmAo- OFEAR Jravav

syn: astEr yemtTelaw wendlj tameme

égree: {top: [obj, [",sbj,obj,iobj]J}

Figure 4 shows the parser’s analysis of sentence (17).  Figure 5: Syntactic analysis of a sentence with a relative
. clause.

4.4. Relative clauses

As argued above, relative verbs are best treated as the heads

of their noun phrases. When a relative verb has a hea#/e model the semantics of a sentence with a relative clause

noun, the verb’s subject, object, or indirect object featur as a directed acyclic graph in which the shared noun has

must agree with that noun, depending on the role it plays in



multiple verb heads. The relative clause predicate is disspecifies a fundamental fact about relative clauses inrall la
tinguished from the main clause predicate gl rather  guages, that the same noun functions as an argument of two
than aroot arc into it from the sentence root. Figure 6 different verbs, the main clause verb and the relative verb.
shows the analysis of sentence (18) on the Semantics diFhe Cross-Agreement Principle forces the same feature of
mension. the relative verb to agree with the main clause verb and the
modified noun. By this principle our parser finds no analy-
T pI——, e - sis for sentence (20) bec_ause the fez_i'Fure of the _relatl‘iz_e ver
astEr yemtTelaw wendlj tameme yemtTelawthat agrees with the modified noun (its object)
argl arg2

differs from the feature that agrees with the main verb (its
subject). This is illustrated in Figure 8. The grammar fails
to parse this sentence because the features marked with red
boxes do not agree.

argl root
rel

Semantics

Syntax

Figure 6: Semantic analysis of a sentence with a relativ

clause. sbj:shj=A Sbit root

_ , [ AdEC ] [er—'rmqar] [ DIEAF ] [ Favavy ]
Relative clauses without nouns have no overt form corre astEr yemtTelaw wendlj tamemec
sponding to the shared semantic argument, so we introduc
this argument as an empty node. Sentence (19) is sentence
(18) with the nourwendlj‘boy’ dropped. The analyis of Figure 8: Violation of the Cross-Agreement Principle. The

this sentence is shown in Figure 7. features in red boxes should match.
astEr yemtTelaw tameme

Aster REL-she-hates-himhe-got-sick )
‘The one that Aster hates got sick. (19) 5. Conclusions

This paper has described an implementation of Extensible

Dependency Grammar for the Semitic language Amharic.
Syntax Ambharic is interesting because it suffers from a serious lac
of computational resources and because its extreme mor-
sbj:shj=A sbj:sbj=obj phological complexity and elaborate interactions of mor-

obj . .
\ phology with syntax present challenges for computational
s ; > ) grammatical theories. Besides the strongly lexical charac

AhEC P9 tmAd- . .
[ astEr ] [vemtTelaw tameme ...+ terthat it shares with other dependency grammar frame-
works, XDG is attractive because of the modularity offered
/ by separate dimensions. We have seen how this modularity
ar\gz//arg1 permits us to handle the agreement constraints on a relative
verb by treating such verbs as the heads of noun phrases
on the Syntax, but not the Semantics dimension. We have
Semantics also seen that XDG requires some augmentation to deal
with null subjects and objects and the intricacies of verb
agreement. These complexities of Amharic are not unique.
Much of what has been said in this paper also applies to
other Ethio-Semitic languages such as Tigrinya. In addi-
tion to expanding the coverage of Amharic, further work
Without further constraints, however, the grammar assignen this project will be directed at developing synchronous
multiple analyses to some sentences and parses some UfPG grammars to support translation between the different
grammatical sentences with relative clauses. Consider th8emitic languages spoken in Ethiopia and Eritrea.
following ungrammatical sentence.

Figure 7: Analysis of a relative clause with no modified
noun.
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