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We give an almost constructive proof of the strong completeness of classical �rst-order

predicate logic. �e approach is mainly based on Herbelin and Ilik’s [1] constructive and

Schumm’s [2] minimal analysis of Henkin’s method [3]. As such, we give a fully construc-

tive proof of model existence and conclude completeness using a consequence of Markov’s

principle. �e results have been fully veri�ed in the Coq proof assistant.

1 First-Order Predicate Logic
Following [4], we consider an implicative-universal �rst-order logic. �e connectives of

the object logic are marked with a dot, such as →Û , so they can be easily distinguished

from their meta-logical counterparts. �e parameters are required as we will be using a

Gentzen-style natural deduction system.

s, t : T ::= e | f t | д t | x | p x : N,p : N terms
φ,ψ : F ::= Û⊥ | P s t | φ →Û ψ | Û∀x .φ x : N formulas

We will write Û¬φ for φ →Û Û⊥ and
Û∃x .φ for Û¬Û∀x . Û¬φ. We de�ne theories as predicates

F→ P. If T φ we call φ a element of T and write φ ∈ T . If all elements of T are elements

of T ′, we say T extends T ′ and write T ⊆ T ′. We write T ∪ {φ} for λψ .ψ ∈ T ∨φ = ψ .

Fact 1 �e type F is enumerable. �at is, there exists a surjective function EF : N→ F.

For every parameter p : N and n ≤ p, we know that p is fresh for EF n.

FollowingHerbelin and Ilik [1], we use a Tarski semantic de�ned in terms of provability

in our meta-logic. An interpretation I on domainD is characterized by (eI, f I,дI, P I, · I).

Together with an assignment ρ : N → D, it gives rise to a term interpretation
· I,ρ : T→ D as de�ned below. We can now de�ne a recursive semantic embedding into

our meta-logic �I: (N→ D) → F→ P.
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· I,ρ : T→ D �I: (N→ D) → F→ P
eI,ρ = eI ρ �I Û⊥ = ⊥

(h t)I,ρ = hI t I,ρ ρ �I P s t = P I sI,ρ t I,ρ

x I,ρ = ρ x ρ �I φ →Û ψ = ρ �I φ → ρ �I ψ

pI,ρ = pI ρ �I Û∀x .φ = ∀d : D. ρ[x ← d] �I φ

We write ρ �I T if ρ �I φ for all φ ∈ T . We write T � φ if for all I and ρ it holds that

ρ �I T → ρ �I φ. Finally, if there exist I, ρ with ρ �I T we say T has a model.

As we already mentioned above, we use a Gentzen-style classical natural deduction

system. It is de�ned as the following inductive predicate `: L(F) → F → P. Here φxt
denotes the formula obtained when substituting every free occurrence of x in φ with t .

Ctx

φ ∈ A

A ` φ
II

φ :: A ` ψ

A ` φ →Û ψ
IE

A ` φ →Û ψ A ` φ

A ` ψ
Exp

A ` Û⊥

A ` φ

DN

A ` Û¬ Û¬φ

A ` φ
AllI

A ` φxp p fresh for φ and A

A ` Û∀x .φ
AllE

A ` Û∀x .φ t closed

A ` φxt

We also derive these additional rules.

ExI

A ` φxt

A ` Û∃x .φ
ExE

A ` Û∃x .φ φxp :: A ` ψ p fresh for φ,ψ and A

A ` ψ

If every element of A is an element of T , we write as A ⊆ T . If there exists an A ⊆ T

such that A ` φ, we say T entails φ and write T ` φ.

Fact 2 T ∪ {φ} ` ψ → T ` φ → T ` ψ

Lemma 3 (Refutation completeness) T ` φ ↔ T ∪ { Û¬φ} ` Û⊥

�e notion of consistency is crucial for this proof, as the model will be constructed

by extending a consistent theory into a maximally consistent one. We call a theory T

consistent if it is impossible to derive a contradiction from it, that is, ifT 0 Û⊥. A consistent

T is maximally consistent if for all φ with T ∪ {φ} consistent, φ already is an element

of T .

Lemma 4 Let T be a theory and φ be a formula such that T ` φ.

1. If T is consistent then so is T ∪ {φ}.

2. If T is maximally consistent, then φ is an element of T .
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2 The Lindenbaum lemma
�e Lindenbaum construction completes a consistent theory into a maximally consistent

theory. �e intuition behind this construction is that we simply scan through all formulas

and add all those that maintain consistency.

De�nition 5 (Consistent extension) �e consistent extension of T and φ is

T ∪? {φ} := λψ .ψ ∈ T ∨ (φ = ψ ∧ T ∪ {φ} is consistent)

Lemma 6 For any T ,φ,ψ with T ∪? {φ} ` ψ it holds that T ` ψ or T ∪? {φ} is consistent.

De�nition 7 (Omega) Let T be a theory. �en de�ne Ω as follows:

Ω0 := T Ωn+1 := Ωn ∪
? {EF n} Ω := λφ. ∃n. φ ∈ Ωn

Lemma 8 Let T be consistent.

1. Ωn is consistent for every n.

2. Ω is maximally consistent.

3 Henkin axioms
�e next construction is required speci�cally to allow us to prove that our model satis�es

universally quanti�ed formulas. Intuitively, we create closed witnesses for the validity of

all universally quanti�ed formulas.

De�nition 9 (Henkin theories) Let T be a theory. We call T Henkin if for all x and φ,

there exists a closed term t such that φxt ∈ T →
Û∀x .φ ∈ T .

De�nition 10 (Henkin axioms) Let T be a theory. �en de�neH as follows:

H := λφ. ∃n. φ ∈ Hn H0 = T Hn+1 =

{
Hn ∪ {φ

x
n →Û
Û∀x .φ} if EF n = Û∀x .φ

Hn otherwise

Lemma 11 Let T be a parameter-free consistent theory.

1. p is fresh for any φ ∈ Hp .

2. Hn is consistent for any n.

3. H is consistent and Henkin.

Proof 2. Per induction, we have to contradictHn ` Û¬(φ
x
n →Û
Û∀x .φ). As n is fresh forHn

and φxn →Û Û∀x .φ can be obtained from the drinker’s paradox
Û∃y.φxy →Û Û∀x .φ we can use

ExE to concludeHn ` Û⊥ and derive the contradiction. �
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4 Herbrand Model
In this section we construct a model for any closed subset of a theory that is maximally

consistent and Henkin. Per sections 2 and 3, this su�ces for constructing a model of any

consistent, closed and parameter-free theory. More speci�cally, we construct aHerbrand
model, that is, a model whose domain are the closed terms.

De�nition 12 (Herbrand model) Let T be a theory. �e Herbrand model on T is given

by the following interpretation in the domain of closed terms Tc :

eT := e pT := p f T x := f x дT x := д x P T s t = P s t ∈ T

Lemma 13 Let ρ : N→ Tc be an assignment. ∀x, (t : Tc ).ρ[x → t] �T φ ↔ ρ �T φ
x
t .

Lemma 14 (�eory closure) Let T be a maximally consistent theory.

1. For formulas φ andψ it holds that φ →Û ψ ∈ T if and only if φ ∈ T → ψ ∈ T .

2. If T is Henkin, then for anyφ and x it holds that
Û∀x .φ ∈ T if and only if∀t : Tc .φxt ∈ T .

Proof 1. → Follows per Lemma 4 and IE.

← Using Lemma 4, we contradict T ∪ {φ →Û ψ } ` Û⊥ by showing that T ` φ and

T ` Û¬ψ . Per assumption T ` ψ holds as well which is contradictory.

2. → Per Lemma 4 and AllE, we can show that φxt ∈ T for any closed t .

← As T is Henkin, there is a closed term h, such that φxh →Û
Û∀x .φ ∈ T . As h is closed,

φxh ∈ T per IH. �en per Lemma 4 and IE,
Û∀x .φ ∈ T . �

Lemma 15 (Model correctness) Let T be a theory both maximally consistent and

Henkin.

1. For any assignment ρ and any closed formulaφ it holds thatφ ∈ T if and only if ρ �I φ.

2. For any closed theory T ′ ⊆ T it holds that �T T
′
.

3. T is a classical model for closed terms. �at is, for every closed φ, 
T ¬¬φ →Û φ.

Proof 1. Follows from Lemma 14 per size induction on φ.

2, 3. Follow from 1. �

By looking at the proofs of Lemma 14 and Lemma 15 one can discern why the restric-

tions on T and φ were necessary: We need to restrict our model to the closed terms as

only then Lemma 13 applies and the AllE rule can also only be instantiated with closed

terms, making the choice of closed terms for the domain crucial to proving Lemma 15 for

the universal quanti�er. �e necessity for φ to be closed becomes apparent in the base case

as P sI,ρ t I,ρ = P s t is needed, which only holds under this condition.
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5 Completeness
Using these constructions, we can prove the model existence theorem. Note that all proofs

up to now have been fully constructive. Deducing strong completeness requires Assump-

tion 18, which is a consequence ofMarkov’s principle, regarded by some schools of thought

as constructive. We do not share this view as it is not provable in Coq (hence the “almost

constructive proof”).

�eorem 16 (Model existence) Any consistent, closed, and parameter-free theory has

a model.

Proof Let T be such a theory. Per Lemma 11, there is a consistent extension T ⊆ H

which is Henkin. �is theory can be per Lemma 8 extended to a maximally complete

theoryH ⊆ Ω which is still Henkin. As T ⊆ Ω is closed, we can now conclude �Ω T per

Lemma 15. �

�eorem 17 (Strong quasi-completeness) LetT ,φ be closed and parameter-free. �en

T � φ → ¬¬T ` φ.

Proof Assume T � φ. Per Lemma 3 is su�ces to contradict the consistency of T ∪ {¬φ}.

But per �eorem 16, we get a model I such that �I T ∪ {¬φ} and especially �I ¬φ. From

T � φ we can also conclude that �I φ. �is is a contradiction. �

Assumption 18 (Stability of `) For any enumerable T and any φ, ¬¬T ` φ → T ` φ.

�eorem 19 (Strong completeness) Let T , φ be closed and parameter-free.

1. If T is stable, that is ∀φ,¬¬T ` φ → T ` φ, then T � φ → T ` φ.

2. If Assumption 18 holds then T � φ → T ` φ for any enumerable T .
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